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Abstract

Under certain hypotheses, diffusion semigroups on commutative $L^p$-spaces are known to have an analytic extension for $|\arg z| < \frac{\pi}{2} - \arctan \frac{|p-2|}{2\sqrt{p-1}}$. In this paper it is shown that semigroups on non-commutative $L^p$-spaces have the same extension under suitable conditions. These conditions even lead to a new result in the commutative case. Further, some examples are considered.

1. Introduction

The spectral theory of (generators of) diffusion semigroups $(T_t)$ on commutative (i.e. classical) $L^p$-spaces has been studied in a series of articles ([1], [23], [22], [31], [17], [18]). Here we follow Stein’s classical work [28] and mean by the term diffusion the fact that $T_t$ is contractive as an operator $L^p \to L^p$ for all $p \in [1, \infty]$ and self-adjoint on $L^2$ (see 2 for the exact definition). Such a semigroup has an analytic extension on $L^2$ to the right half plane. Then it follows from a version of Stein’s complex interpolation [32] that there is an analytic extension on $L^p$ to a sector in the complex plane, symmetric to the real axis and with half opening angle

$$\frac{\pi}{2} - \pi \left| \frac{1}{p} - \frac{1}{2} \right|.$$  

In [22], it is shown with a different method that this angle can be enlarged.

Theorem 1.1 ([22, cor. 3.2]). Let $(T_t)_{t \geq 0}$ be a diffusion semigroup on some $\sigma$-finite measure space, i.e.

(i) $\|T_t : L^p \to L^p\| \leq 1$ for all $t \geq 0$ and $1 \leq p \leq \infty$,

(ii) $T_t$ is self-adjoint on $L^2$.

(iii) $t \mapsto T_t$ is strongly continuous on $L^p$ for $p < \infty$ and $w^*$-continuous for $p = \infty$.

Assume further that $T_tf \geq 0$ for any $f \in L^\infty$, $f \geq 0$. Then $T_t$ has an analytic contractive extension on $L^p$ to the sector

$$\left\{ z \in \mathbb{C}^* : |\arg z| < \frac{\pi}{2} - \arctan \frac{|p-2|}{2\sqrt{p-1}} \right\}.$$  

(1.1)

This result is optimal. In fact, there is already a strikingly simple example on a two-dimensional space with this angle (see example 1).

Generators of diffusion semigroups have a bounded $H^\infty$ functional calculus on $L^p$ for any $1 < p < \infty$. This follows from [7]. In [19] the $H^\infty$ calculus angle of these operators was improved, using theorem 1.1. In the more recent past, besides vector valued spaces $L^p(\Omega, X)$ (see for example [11]), the attention turned to diffusion semigroups on non-commutative spaces
In this article, we consider non-commutative semigroups which are families \((T_t)\) of operators acting on \(L^p(M, \tau)\) for all \(1 \leq p \leq \infty\). Under reasonable hypotheses, we obtain the same sector (1.1) as in the commutative case. Our method works for hyperfinite von Neumann algebras \(M\) and for semi-commutative semigroups on \(L^\infty(\Omega) \otimes N\), where \(N\) is a QWEP von Neumann algebra.

Our assumptions are as follows. The operators \(T_t\) are completely contractive. In the commutative case, an operator \(T : L^\infty \to L^\infty\) is completely contractive if and only if it is contractive, so that our assumption then reduces to the classical setting. The positivity assumption in theorem 1.1 is replaced by a certain property \((\mathcal{P})\), see definition 3. If for example the semigroup consists of complete positive operators, this property is satisfied. In the commutative case, an operator \(T : L^\infty \to L^\infty\) satisfies \((\mathcal{P})\) if and only if \(T\) is contractive and extends to a self-adjoint operator on \(L^2\) (proposition 6.1). In particular, we get theorem 1.1 without the positivity assumption, see corollary 6.2.

Note that our method (and also that of [22]) does not use the semigroup property in an extensive way. Theorem 5.3 gives a result on the numerical range for a single operator \(T\) acting on \(L^p\) for a single value of \(p\), by replacing \((\mathcal{P})\) by some condition for an operator \(L^p \to L^p\).

In section 2, we introduce non-commutative \(L^p\)-spaces and mention their properties that we need and give some examples. In section 3, completely positive and completely bounded maps are developed as far as needed in the article. The diffusion semigroups are then defined in section 4 and a basic guiding example is discussed. Section 5 contains the main theorems, and sections 6 and 7 are devoted to examples of diffusion semigroups to which our method applies.

2. Background on von Neumann algebras and non-commutative \(L^p\)-spaces

Throughout the paper, we denote \(M\) a von Neumann algebra (see e.g. [29] for the definition) and assume that there is a semifinite, normal, faithful (s.n.f.) trace \(\tau\) on \(M\). The following examples for \((M, \tau)\) will frequently occur.

Examples of von Neumann algebras and definitions
1. For every \(n \in \mathbb{N}\), we have the algebra of matrices \(M_n = B(l^2_n) = \mathbb{C}^{n \times n}\), equipped with the common trace \(\tau = \text{tr}\). Note that every finite dimensional von Neumann algebra has a representation as a direct sum
   \[
   M = \bigoplus_{n_1} M_{n_1} \oplus \cdots \oplus M_{n_K}
   \]
   with \(\tau(x_1 \oplus \cdots \oplus x_K) = \sum_{k=1}^{K} \lambda_k \text{tr}(x_k)\) for some \(K \in \mathbb{N}\) and \(\lambda_k > 0\). Further,
   \[
   \|x_1 \oplus \cdots \oplus x_K\|_M = \sup_{k=1}^{K} \|x_k\|_{M_{n_k}}.
   \]
2. \(M\) is called hyperfinite if there exists a net of finite dimensional \(*\)-subalgebras \(A_\alpha\) which are directed by inclusion, such that \(\bigcup_\alpha A_\alpha\) is \(w^*\)-dense in \(M\).
   Clearly, \(M_n\) and \(B(l^2)\) are hyperfinite, when equipped with the common trace \(\text{tr}\). For example, for \(B(l^2)\), \(A_\alpha = \{p_\alpha x p_\alpha : x \in B(l^2)\}\) is convenient, where \(p_\alpha \in B(l^2)\) is a sequence of orthogonal projections converging strongly to the identity on \(l^2\).
3. Let \((\Omega, \mu)\) be a \(\sigma\)-finite measure space. Then \(M = L^\infty(\Omega) = L^\infty(\Omega, \mu)\) is a von Neumann algebra with the s.n.f. trace \(\tau(f) = \int f d\mu\). \(M\) is hyperfinite: Indeed, we explicitly give a net of finite dimensional \(*\)-subalgebras of finite trace. We call a finite collection \(\{A_1, \ldots, A_n\}\) of pairwise disjoint measurable subsets of \(\Omega\) such that \(0 < \mu(A_k) < \infty\) a semi-partition. Let \(A\) be

\(L^p(M)\) associated to a von Neumann algebra ([16], see also [14], [15]).
the set of all semi-partitions. \( \mathcal{A} \) is directed by: \( \{A_1, \ldots, A_n\} \prec \{B_1, \ldots, B_m\} \) iff any \( A_k \) is the union of some of the \( B_k \). For \( \alpha = \{A_1, \ldots, A_n\} \in \mathcal{A} \), put \( M_\alpha := \{\sum_{k=1}^n c_k A_k : c_k \in \mathbb{C}\} \subset M \).

Clearly, \( \tau|_{M_\alpha} \) is finite and for any \( x \in L^\infty(\Omega) \) and \( y \in L^1(\Omega) \), \( \int x \odot y d\mu \rightarrow \int xy d\mu \), which is the \( w^* \)-density.

4. If \( M \subset B(H) \) and \( N \subset B(K) \) is a further von Neumann algebra with s.n.f. trace \( \sigma \), then \( N \overline{\otimes} M \) defined as the \( w^* \)-closure of \( N \otimes M \) in \( B(K \otimes_2 H) \) is again a von Neumann algebra. 

\[(\sigma \otimes \tau)(x \otimes y) := \sigma(x)\tau(y) \text{ can be extended to a s.n.f. trace on } N \overline{\otimes} M. \]

We will use this fact for the cases \( N = M_n \) as in 1 and \( N = L^\infty(\Omega) \) as in 3. \( L^\infty(\Omega) \overline{\otimes} M \) can be naturally identified with the space of \( w^* \)-measurable, essentially bounded functions \( \Omega \rightarrow M \), see [3, p. 40-41].

For \( 1 \leq p < \infty \), the non-commutative \( L^p \)-spaces \( L^p(M) = L^p(M, \tau) \) are defined as follows. If \( S_+ \) is the set of all positive \( x \in M \) (i.e. \( x = x^* \) and \( \sigma(x) \subset [0, \infty) \)) such that \( \tau(x) < \infty \) and \( S \) is its linear span, then \( L^p(M) \) is the completion of \( S \) with respect to the norm \( \|x\|_p = \tau(|x|^p)^{1/p} \).

It can also be described as a space of unbounded operators \( x \) affiliated to \( M \) in a certain sense such that \( \tau(|x|^p)^{1/p} < \infty \), where the domain of \( \tau \) is extended to all of \( L^1(M) \). One sets \( L^\infty(M) = M \). As for the commutative (i.e. usual) \( L^p \)-spaces, one has: \( L^p(M)^\prime = L^q(M) \) via the duality \( (x, y) \mapsto \tau(xy) \), for \( 1 \leq p < \infty \) and \( \frac{1}{p} + \frac{1}{q} = 1 \). We denote this duality from now on by \( (x, y) \). The Hölder inequality holds in the form \( \|x\|_{L^p(M)} \|y\|_{L^q(M)} \leq 1 \).

The space \( L^2(M) \) is a Hilbert space with respect to the scalar product \( (x, y) \rightarrow \tau(xy) \). For \( 1 \leq p, q < \infty \), \( (L^p(M), L^q(M)) \) is in the sense of complex interpolation [2], a compatible couple of spaces such that \( (L^p(M), L^q(M))_g = L^r(M) \) with \( \frac{1}{r} = \frac{\theta}{p} + \frac{1-\theta}{q} \).

See [30, 27] for further reference on non-commutative \( L^p \)-spaces. Examples which will appear are:

**Examples of non-commutative \( L^p \)-spaces**

1. For \( \tau = (M_n, \mathrm{tr}) \), we write \( S^p_\tau = L^p(M_n) \). More generally, if \( H \) is a Hilbert space and \( \tau \) the usual trace on \( B(H) \), then \( \tau^p(H) = L^p(B(H), \mathrm{tr}) \). If \( H = l^2 \), then we write \( S^p = S^p(l^2) \).

2. If \( M \) is finite dimensional and \( (M, \tau) = (M_{n_1}, \lambda_1 \mathrm{tr}) \oplus \ldots \oplus (M_{n_k}, \lambda_k \mathrm{tr}) \), then for \( x = x_1 \oplus \ldots \oplus x_K \), \( \|x\|_{L^p(M)}^p = \sum_k \lambda_k \|x_k\|_{S^p}^p \).

3. If \( (\Omega, \mu) \) is a \( \sigma \)-finite measure space and \( M = L^\infty(\Omega) \), then \( L^p(\Omega) = L^p(M) \), \( 1 \leq p \leq \infty \).

4. If \( M = L^\infty(\Omega) \) and \( N \) is a further von Neumann algebra with s.n.f. trace \( \sigma \), then \( L^p(M \overline{\otimes} N) \) is naturally isometric to the Bochner space \( L^p(\Omega, L^p(N)) \) for \( 1 \leq p < \infty \).

Finally, the following notion of a dual element will play an eminent role.

**Definition 1.** Let \( 1 < p < \infty \) and \( q = \frac{p}{p-1} \) the conjugate number. Let \( x \in L^p(M) \). Then \( x \) has a polar decomposition \( x = u|x| \) with \( u \in M \) unitary and \( |x| = (x^*x)^{1/2} \). The dual element of \( x \) is defined as \( \hat{x} = |x|^{p-1}u^* \).

**Lemma 2.1.** The above defined \( \hat{x} \) is the unique element in \( L^q(M) \) with:

1. \( \langle x, \hat{x} \rangle = \|x\|_p^p \).
2. \( \|x\|_p^p = \|\hat{x}\|_q^q \).

Further, the (in non trivial cases nonlinear) mapping \( \hat{\cdot} : \frac{L^p(M)}{x} \rightarrow L^q(M) \) is norm-continuous.

**Proof.** It is plain that \( \hat{x} \) satisfies the claimed properties. On the other hand, it is well known that \( L^p(M) \) is uniformly smooth, which implies uniqueness. To see the continuity of
Let $T : M \to M$ be a $w^*$-continuous operator with $\|T\|_{M \to M} \leq 1$. Assume that
\[ \text{for } x, y \in M \cap L^1(M), \langle Tx, y^* \rangle = \langle x, (T y)^* \rangle. \]
We call a $T$ with this property self-adjoint. Then by the Hölder inequality, $T|_{M\cap L^1(M)}$ extends to a contraction $T_1 : L^1(M) \to L^1(M)$ and by complex interpolation, also to $T_p$ with

$$
\|T_p : L^p(M) \to L^p(M)\| \leq 1 \quad (1 \leq p \leq \infty).
$$

Since $T$ is $w^*$-continuous, (4.1) yields that $T_1 = T'(^*)^*$. Clearly, $T_2 : L^2(M) \to L^2(M)$ is self-adjoint in the classical sense. If $T : M \to M$ is in addition completely contractive, then by lemma 3.1, $T_1 = T'(^*)^* : L^1(M) \to L^1(M)$ is also completely contractive, and hence $T_p$ also.

The following notion of a (non-commutative) diffusion semigroup has been defined in [16] and generalizes Stein’s setting in [28].

**Definition 2.** Let $(T_t)_{t \geq 0}$ be a family of completely contractive operators of the above type. $(T_t)$ is called a diffusion semigroup (on $M$) if

$$
T_0 = I_M \text{ and } T_t T_s = T_{t+s} \text{ for } t, s \geq 0. \quad (4.2)
$$

$$
T_t x \to x \text{ as } t \to 0 \text{ in the } w^* \text{ topology.} \quad (4.3)
$$

Clearly, for $1 \leq p < \infty$, $(T_{t,p})$ is a semigroup on $L^p(M)$ and by [8, prop 1.23], (4.3) implies that $(T_{t,p})$ is strongly continuous. Examples of such diffusion semigroups are given in [16, chap 8,9,10] and will be discussed in section 6.

It is shown in [16, chap 5] - using the functional calculus for self-adjoint operators and a version of Stein’s complex interpolation - that for $(T_{t,p})$, there exists an analytic and contractive extension to a sector $S(\frac{\pi}{2} - \pi|\frac{1}{p} - \frac{1}{2}|)$, where we put

$$
S(\omega) = \{ z \in \mathbb{C} \setminus \{0\} : |\arg z| < \omega \}.
$$

This means that there exists an analytic function $S(\frac{\pi}{2} - \pi|\frac{1}{p} - \frac{1}{2}|) \to B(L^p(M))$, $z \mapsto S_z$ such that $S_t = T_{t,p}$ for $t > 0$ and $\|S_z\|_{B(L^p(M))} \leq 1$. The major question of this article is:

Given a diffusion semigroup $(T_t)$ on $M$ and $1 < p < \infty$, what is the optimal $\omega_p > 0$ such that $T_{t,p}$ has an analytic and contractive extension to $S(\omega_p)$?

This question and related ones have been studied in the commutative case in [1], [22], [23], [31], [17], [18], [5], [6].

In the rest of this section, let us work out the candidate for $\omega_p$. First recall the following characterization.

**Proposition 4.1.** Let $(T_{t,p})$ be a $c_0$-semigroup on $L^p(M)$ for some $1 < p < \infty$. Denote $A_p$ its generator. Fix some $\omega \in (0, \frac{\pi}{2})$. Then the following are equivalent.

(i) $-\langle A_p x, \tilde{x} \rangle \in S(\frac{\pi}{2} - \omega)$ for all $x \in D(A_p)$.

(ii) $(T_{t,p})$ has an analytic and contractive extension to $S(\omega)$.

The first condition is obviously verified if

$$
\langle (I - T_{t,p}) x, \tilde{x} \rangle \in S\left(\frac{\pi}{2} - \omega\right) \text{ for all } x \in L^p(M) \text{ and } t > 0.
$$

**Proof.** See for example [10, thm 5.9] \qed

The following easy example already gives a good insight into what we can expect.
**Example 1.** Let $M$ be the commutative 2-dimensional von Neumann algebra $t^\infty_2$ with trace $\tau((a,b)) = a + b$. We consider $T_i = e^{tA}$ with

$$A = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix} = -e \otimes e,$$

where $e = (1,-1)$. Then $A^n = -2A^{n-1} = (-2)^{n-1}A$ for $n \geq 2$. Hence

$$T_i = I_M - \frac{1}{2} \sum_{n=1}^{\infty} \frac{(-2t)^n}{n!} A = \frac{1}{2} \begin{pmatrix} 1 + e^{-2t} & 1 - e^{-2t} \\ 1 - e^{-2t} & 1 + e^{-2t} \end{pmatrix}.$$

Since this matrix is self-adjoint and $|1 + \frac{1}{2}e^{-2t}| + |1 - \frac{1}{2}e^{-2t}| = 1$ for all $t \geq 0$, $(T_i)$ is indeed a diffusion semigroup. Now fix some $1 < p < \infty$ and let $x = (a,b) \in t^p_2$. Then $\vec{x} = (\hat{a}, \hat{b}) = (\pi|a|^{p-2}, \bar{b}|b|^{p-2})$ and

$$-\langle Ax, \vec{x} \rangle = (a - b)(\hat{a} - \hat{b}).$$

To answer our angle question, in view of the preceding proposition, we are supposed to determine the smallest sector containing this quantity for arbitrary $a, b \in \mathbb{C}$. The solution is the following proposition which appears in [22, lem 2.2].

**Proposition 4.2.** Let $1 < p < \infty$, $a, b \in \mathbb{C}$. Then for $\omega_p = \arctan \frac{|p-2|}{2\sqrt{p-1}}$,

$$(a - b)(\hat{a} - \hat{b}) = |a|^p + |b|^p - a\bar{b}|b|^{p-2} - b\bar{a}|a|^{p-2} \in S(\omega_p).$$

Further, this result is optimal, i.e. the statement is false for any $\omega < \omega_p$.

Proof. The fact that $z = (a - b)(\hat{a} - \hat{b}) \in S(\omega_p)$ has been shown in [22, lem 2.2]. We show the optimality for the convenience of the reader. Let $b = 1$ and $a = re^{i\phi}$ with $r \neq 1$. Then $z = r^p + 1 - re^{i\phi} - r^{-1}e^{-i\phi}$, so that

$$\text{Im } z = -r \sin \phi + r^{p-1} \sin \phi,$$

$$\text{Re } z = r^p + 1 - r \cos \phi - r^{p-1} \cos \phi,$$

whence

$$\left(\frac{\text{Im } z}{\text{Re } z}\right)^2 = \frac{(r^{p-1} - r)^2(1 - \cos^2 \phi)}{(r^p + 1 - r \cos \phi - r^{p-1} \cos \phi)^2}.$$

Maximizing this expression in $\phi$, i.e. choosing $\cos \phi = \frac{r(r^p-2) + 1}{(r^p+1)} < 1$ gives

$$\left(\frac{\text{Im } z}{\text{Re } z}\right)^2 = \frac{r^2(r^p-2) - 1}{(r^2-1)(r^{2p-2} - 1)}.$$

The limit for $r \to 1$ of this expression is $\frac{\omega_p^2}{2\sqrt{p-1}}$, so that $|\arg z| \to \frac{|p-2|}{2\sqrt{p-1}}$. \hfill $\Box$

From now on, write

$$\Sigma_p = S(\arctan \frac{|p-2|}{2\sqrt{p-1}}), \quad \Sigma'_p = S(\frac{\pi}{2} - \arctan \frac{|p-2|}{2\sqrt{p-1}}).$$

In view of the above, $\Sigma_p$ is our candidate for the sector which supports the numerical range of $-A_p$, and we are looking for diffusion semigroups $(T_i)$ such that:

For every $1 < p < \infty$, $T_{i,p}$ has an analytic and contractive extension $\Sigma'_p \to B(L^p(M))$. (4.4)
5. The Angle Theorem

We begin with some notation. If $A, B, C, D \in B(L^p(M))$, we denote
\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix} : L^p(M_2 \otimes M) \to L^p(M_2 \otimes M), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} A(a) & B(b) \\ C(c) & D(d) \end{pmatrix}.
\]
For $p = 2$, this operator is self-adjoint if and only if $A, B, C, D$ are all self-adjoint.

The key notion to establish the theorem for the analytic extension of a diffusion semigroup is the following one.

**Definition 3.** Let $T : M \to M$ be a $w^*$-continuous operator. Denote $T_* : M \to M$, $T_+(x) = T(x^*)^*$. Then we say that $T$ satisfies $(\mathcal{P})$ if there exist $S_1, S_2 : M \to M$ such that
\[
W := \begin{pmatrix} S_1 & T \\ T_* & S_2 \end{pmatrix} : M_2 \otimes M \to M_2 \otimes M
\]
is completely positive, completely contractive and self-adjoint.

Note that a completely positive linear mapping between von Neumann algebras is completely contractive iff the image of the unity has norm less than 1 [24, prop 3.6].

Hence we can replace the complete contractivity in definition 3 by the assumption
\[
\|W \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\| \leq 1. \tag{5.1}
\]

**Remark 1.** 1. A $T$ satisfying $(\mathcal{P})$ is necessarily completely contractive and self-adjoint. Indeed, $W$ is self-adjoint iff $S_1, S_2$ and $T$ are. Further, it is well-known that the complete positivity of $W$ implies that $T$ is completely contractive.

2. On the other hand, if $T$ is completely contractive, self-adjoint and in addition completely positive, then it satisfies $(\mathcal{P})$. Just take $S_1 = S_2 = T$, and note that $T_* = T$. Then $W = \begin{pmatrix} T & T \\ T & T \end{pmatrix}$ is again completely positive, completely contractive on $M_2(M)$ and self-adjoint.

3. Assume that $(M, \tau) = (M_n, \text{tr})$. It is well-known that $T : M_n \to M_n$ is completely contractive if and only if there exist $a_1, \ldots, a_N$ and $b_1, \ldots, b_N$ such that $Tx = \sum_{k=1}^N a_kxb_k$ and
\[
\|\sum_{k=1}^N a_k a_k^*\| \leq 1, \quad \|\sum_{k=1}^N b_k^* b_k\| \leq 1.
\]

$T : x \mapsto \sum_k a_kxb_k$ is self-adjoint if and only if $\sum_k a_kxb_k = \sum_k a_k^*xb_k^*$ for all $x$. On the other hand, $T$ satisfies $(\mathcal{P})$ if and only if
\[
\exists a_1, \ldots, a_N, b_1, \ldots, b_N \in M_n \text{ self-adjoint} : Tx = \sum_{k=1}^N a_kxb_k, \quad \sum_k a_k^2 \leq 1, \quad \sum_k b_k^2 \leq 1. \tag{5.2}
\]

Indeed, if (5.2) is satisfied, then put $S_1x = \sum_k a_kxb_k$ and $S_2x = \sum_k b_kxb_k$. Then
\[
\begin{pmatrix} S_1 & T \\ T_* & S_2 \end{pmatrix} x = \sum_k c_kxc_k
\]
with $c_k = \begin{pmatrix} a_k & 0 \\ 0 & b_k \end{pmatrix}$. Property $(\mathcal{P})$ follows, since $c_k$ is self-adjoint and $\sum c_k^2 \leq 1$. 
Conversely, if (P) is satisfied, then by the complete positivity of $W$ and (3.2), there exist $c_1, \ldots, c_N \in M_{2n}$ such that $Wx = \sum c_k^* x c_k$. Since $W$ is self-adjoint, $\sum c_k^* x c_k = \sum c_k x c_k^*$ and consequently,

$$Wx = \sum_k \left( \frac{c_k + c_k^*}{2} x \frac{c_k + c_k^*}{2} \right) + \sum_k \left( \frac{c_k - c_k^*}{2i} \right) x \left( \frac{c_k - c_k^*}{2i} \right).$$

We have $\|W(1)\| \leq 1$, so replacing $(c_1, \ldots, c_N)$ by $((c_1 + c_1^*)/2, \ldots, (c_N + c_N^*)/2, (c_1 - c_1^*)/(2i), \ldots, (c_N - c_N^*)/(2i))$, one can assume that all $c_k$ are self-adjoint and $\|\sum c_k^2\| \leq 1$.

We write $c_k = \begin{pmatrix} a_k & d_k \\ d_k^* & b_k \end{pmatrix}$. By definition of $W$, $T x = \sum_k a_k x b_k$. Further, $\|\sum a_k^2\|, \|\sum b_k^2\| \leq \|\sum c_k^2\|$, so that $a_k, b_k$ match (5.2).

4. The property (P) is connected to the definition of decomposable maps. $T : M \to M$ is by definition decomposable ($\|T\|_{dec} \leq 1$) if $S_1$ and $S_2$ exist such that $W = \begin{pmatrix} S_1 & T \\ T^* & S_2 \end{pmatrix}$ is completely positive (and contractive) [26, p. 130]. One has $\|T\|_{dec} \leq 1$ for all complete contractions $T : M \to M$ iff $M$ is hyperfinite [12]. In general, the assumptions $\|T\|_{dec} \leq 1$ and $T$ self-adjoint do not imply (P), see the example below. However, we will see in section 6 that this holds true in some special cases.

Example 2. Parts 1 and 2 of the preceding remark lead to the question if the property (P) is equivalent to complete contractivity and self-adjointness. But in general, (P) is strictly stronger. Indeed, there is a self-adjoint and complete contractive $T$ which does not satisfy (P). The author is grateful to Éric Ricard for showing him the following example. The operator space theory used here goes beyond what is explained in section 2, see for example [26, 9].

Let $n \in \mathbb{N}$ and $(E_{ij})_{0 \leq i, j \leq n}$ be the canonical basis of $M_{n+1}$. Define $T : M_{n+1} \to M_{n+1}$ by

$$T x = \sum_{i=1}^n E_{i0} x E_{i0} + \sum_{i=1}^n E_{0i} x E_{0i}.$$ 

Then $T$ is self-adjoint and by writing

$$T x = \sum_{i=1}^n (n^{1/4} E_{i0}) x (n^{-1/4} E_{i0}) + \sum_{i=1}^n (n^{-1/4} E_{0i}) x (n^{1/4} E_{0i}),$$

one sees that $\|T\|_{cb} \leq \sqrt{n}$ (cf. remark 1.3 above). Now assume that $a_1, \ldots, a_N, b_1, \ldots, b_N \in M_{n+1}$ are self-adjoint such that $T x = \sum_{k=1}^N a_k x b_k$. We will show that

$$\left\| \sum_k a_k^2 \right\|^{1/2} \left\| \sum_k b_k^2 \right\|^{1/2} \geq n,$$

(5.3)

so that for $n \geq 2$, the self-adjoint completely contractive operator $1/\sqrt{n} T$ does not satisfy (P).

We denote $R_N$ and $C_N$ the row and column operator space of dimension $N$ [26, p. 21]. Further, $R_N \cap C_N$ is equipped with the operator space structure

$$\|(x_{ij})\| = \max\{\|(x_{ij})\|_{M_n(R_N)}, \|(x_{ij})\|_{M_n(C_N)}\}$$

and $R_N + C_N$ is the operator space dual of $R_N \cap C_N$ [26, p. 55,194]. Then for any operator space $X$ and any $x_1, \ldots, x_N \in X$,

$$\left\| \sum_{k=1}^N c_k \otimes x_k : X^* \to R_N \cap C_N \right\|_{cb} = \max \left\{ \left\| \sum_k x_k x_k^* \right\|^{1/2}, \left\| \sum_k x_k^* x_k \right\|^{1/2} \right\}.$$
Let
\[
\alpha = \sum_{k=1}^{N} a_k \otimes e_k : l_N^2 \to M_{n+1}, \quad \beta = \sum_{k=1}^{N} e_k \otimes b_k : S_{n+1}^1 \to l_N^2.
\]

Here, \((e_k)_{1 \leq k \leq N}\) is the canonical basis of \(l_N^2\), \(a_k \otimes e_k\) maps \(x\) to \(\langle x, e_k \rangle_{l_N^2} a_k\) and \(e_k \otimes b_k\) maps \(x\) to \(\text{tr}(xb_k)e_k\). Then
\[
\|\alpha : R_N + C_N \to M_{n+1}\|_{cb} = \left\| \sum_k a_k^2 \right\|^{1/2},
\]
\[
\|\beta : S_{n+1}^1 \to R_N \cap C_N\|_{cb} = \left\| \sum_k b_k^2 \right\|^{1/2}
\]
and
\[
\alpha \beta x = (\sum_k E_{k0} \otimes E_{k0} + E_{0k} \otimes E_{0k}) x \text{ for any } x \in M_{n+1}.
\]

Let us denote \(C_n \oplus_{\infty} R_n \subset M_{n+1}\) the subspace spanned by \(\{E_{i0}, E_{0i} : 1 \leq i \leq n\}\). In the same manner, we regard this space as \(R_n \oplus 1 C_n \subset S_{n+1}^1\). If \(J : R_n \oplus 1 C_n \to C_n \oplus_{\infty} R_n\) is the identity, then \(\alpha \beta\) is obtained by projecting canonically \(S_{n+1}^1\) to \(R_n \oplus 1 C_n\), then applying \(J\) and finally injecting \(C_n \oplus_{\infty} R_n\) into \(M_{n+1}\). Denote \(\tilde{\alpha} = p\alpha\) and \(\tilde{\beta} = \beta j\), where \(p\) is the natural projection of \(M_{n+1}\) onto \(C_n \subset C_n \oplus_{\infty} R_n \subset M_{n+1}\) and \(j\) is the embedding of \(R_n \subset R_n \oplus 1 C_n \subset S_{n+1}^1\) into \(S_{n+1}^1\). Then one obtains the following commuting diagram
\[
\begin{array}{ccc}
R_N \cap C_N & \xrightarrow{\text{id}} & R_N + C_N \\
\downarrow{\beta} & & \downarrow{\tilde{\alpha}} \\
R_n & \xrightarrow{\text{id}} & C_n
\end{array}
\]
with
\[
\|\tilde{\alpha} : R_N + C_N \to C_n\|_{cb} \leq \left\| \sum_k a_k^2 \right\|^{1/2},
\]
\[
\|\tilde{\beta} : R_n \to R_N \cap C_N\|_{cb} \leq \left\| \sum_k b_k^2 \right\|^{1/2}
\]

According to the factorization \(I_{\lambda} = \tilde{\alpha} \tilde{\beta}\) we have \(n \leq \|\tilde{\beta\}||_{HS}\|\tilde{\alpha}\||_{HS}\). But the Hilbert-Schmidt norm of any \(\gamma : l_{m_1}^2 \to l_{m_2}^2\) equals the cb-norm of \(\gamma : R_{m_1} \to C_{m_2}\) [26, p. 21], so
\[
n \leq \|\beta : R_n \to C_N\|_{cb} \|\tilde{\alpha} : R_N \to C_n\|_{cb}
\]
\[
\leq \|\beta : R_n \to C_N\|_{cb} \|\tilde{\alpha} : R_N \to C_n\|_{cb}
\]
\[
\leq \left\| \sum_k b_k^2 \right\|^{1/2} \|\sum_k a_k^2 \right\|^{1/2}.
\]

This shows (5.3).

Now the matrix version of the main theorem reads as follows.

**Theorem 5.1.** Let \(n \in \mathbb{N}\) and \(T : M_n \to M_n\) satisfy (P). Fix some \(p \in (1, \infty)\). Then for any \(x \in S_n^p\),
\[
\langle (I - T)x, \tilde{x} \rangle \in \Sigma_p.
\]

**Proof.** Use remark 1 and write \(Tx = \sum_{k=1}^{m} a_k xb_k\) with \(a_k, b_k\) as in (5.2). Decompose
\[
x = \psi d v,
\]
and
with $u, v \in M_n$ unitaries and $d$ a diagonal matrix with non-negative diagonal entries $d_1, \ldots, d_n$. Then $\tilde{z} = v^* d^{p-1} u^*$. For simplifying the calculation, we write $g_k = u^* a_k u$ and $h_k = v b_k v^*$.

$$\langle (I - T)x, \tilde{x} \rangle = \text{tr}(d^p - \sum_k g_k d_k d^{p-1}) = \sum_{r=1}^n d_r^p - \sum_{k, r, s} g_{k, r, s} h_{k, s, r} d_r^{p-1}.$$  

Write $c_{rs} := \sum_k g_{k, rs} h_{k, sr}$. Since $g_k$ and $h_k$ are self-adjoint, $c_{rs} = \overline{c_{sr}}$. Thus, the above expression equals

\[
\sum_r d_r^p - \frac{1}{2} \sum_{r, s} c_{rs} d_r d_s d_r^{p-1} = \frac{1}{2} \left( \sum_r d_r^p (1 - \sum_s |c_{rs}|) + \sum_s d_s^p (1 - \sum_r |c_{rs}|) \right) + \sum_{r, s} \left( d_r^p |c_{rs}| + d_s^p |c_{rs}| - c_{rs} d_r d_s d_r^{p-1} - \overline{c_{rs}} d_r d_s d_r^{p-1} \right) = \frac{1}{2} \left\{ \sum_r d_r^p (1 - \sum_s |c_{rs}|) + \sum_s d_s^p (1 - \sum_r |c_{rs}|) + \sum_{r, s} \left( d_r^p |c_{rs}| + d_s^p |c_{rs}| - c_{rs} d_r d_s d_r^{p-1} - \overline{c_{rs}} d_r d_s d_r^{p-1} \right) \right\}.
\]

The expression in round brackets of the last double sum is a term $(a - b)(\hat{a} - \hat{b})$ as in proposition 4.2, putting

$$a = d_r |c_{rs}|^{1/p} \quad \text{and} \quad b = d_s |c_{rs}|^{1/p} \frac{c_{rs}}{|c_{rs}|}.$$

Since $\Sigma_p$ is closed under addition,

$$\sum_{r, s} d_r^p |c_{rs}| + d_s^p |c_{rs}| - c_{rs} d_r d_s d_r^{p-1} - \overline{c_{rs}} d_r d_s d_r^{p-1} \in \Sigma_p.$$

Moreover, it now suffices to show that

$$1 - \sum_s |c_{rs}| \geq 0, \quad 1 - \sum_r |c_{rs}| \geq 0. \quad (5.4)$$

First we use Cauchy-Schwarz:

$$\left( \sum_s |c_{rs}| \right)^2 = \left( \sum_s \left| \sum_k g_{k, rs} h_{k, sr} \right| \right)^2 \leq \left( \sum_s \sum_k |g_{k, rs}|^2 \right) \left( \sum_s \sum_k |h_{k, sr}|^2 \right).$$

We estimate the first factor:

$$\sum_s \sum_k |(u^* a_k u)_{rs}|^2 = \sum_s \sum_k (u^* a_k u)_{sr} (u^* a_k u)_{rs} = \sum_k (u^* a_k^2 u)_{rr} \leq 1,$$

where we use the assumption $\sum_k a_k^2 \leq 1$ in the last inequality. In the same way, one estimates the second factor, which gives the first estimate in (5.4). The second estimate in (5.4) follows at once, since $|c_{rs}| = |c_{sr}|$.

Our next goal is to extend the theorem to hyperfinite von Neumann algebras instead of $M_n$ by a limit process. The following lemma contains the necessary information how the property $(P)$ and the dual element behave when passing from a “small” von Neumann algebra $N$ to a “big” von Neumann algebra $\mathcal{N}$ and vice versa.

**Lemma 5.2.** Let $(N, \sigma)$ and $(\hat{N}, \hat{\sigma})$ be two von Neumann algebras with s.n.f. trace. Assume that there exist $J : N \to \hat{N}$ and $Q : \hat{N} \to N$ with the following properties:

(i) $J$ and $Q$ are completely positive,
(ii) $J$ and $Q$ are (completely) contractive,
(iii) $QJ = IQ$,
(iv) $\langle Jx, y \rangle = \langle x, Qy \rangle$ for all $x \in L^1(N) \cap N$ and $y \in L^1(\hat{N}) \cap \hat{N}$.
Then $J$ and $Q$ extend to complete contractive $J_p : L^p(N) \to L^p(N)$ and $Q_p : L^p(N) \to L^p(N)$ for any $1 \leq p \leq \infty$. Furthermore, the following holds.

1. If $T : N \to N$ satisfies (P), then also $QTJ : N \to N$ does. For all $1 < p < \infty$ and $x \in L^p(N)$, \[\langle (I_{L^p(N)} - T_p)J_p(x), J_p(x) \rangle = \langle (I_{L^p(N)} - Q_pT_pJ_p)x, \tilde{x} \rangle.\]
2. If $T : N \to N$ satisfies (P), then also $JTQ : N \to N$ does. For all $1 < p < \infty$ and $x \in L^p(N)$, \[\langle (I_{L^p(N)} - T_p)x, \tilde{x} \rangle = \langle (I_{L^p(N)} - J_pT_pQ_p)J_p(x), J_p(x) \rangle.\]

Proof. The completely contractive extensions $J_p$ and $Q_p$ follow from assumption 4 by Hölder's inequality and complex interpolation, as in the beginning of section 4.

(i) Let $W$ be an extension of $T$ according to the definition of (P). Then $\hat{W} = \hat{QW}\hat{J}$ is an appropriate extension of $QTJ$, where $\hat{Q} = I_{M_2} \otimes Q$ and $\hat{J} = I_{M_2} \otimes J$. Indeed, since $J$ and $Q$ are completely positive, also $\hat{J}$ and $\hat{Q}$ are, and therefore $\hat{W}$ is. As $J$ and $Q$ are completely contractive, $\hat{J}$, $\hat{Q}$, and thus $\hat{W}$ are contractive. By (5.1), $\hat{W}$ is completely contractive. It is plain to check the self-adjointness of $\hat{W}$. Just note that by the positivity of $\hat{Q}$, $\hat{Q}(x^*) = (\hat{Q}(x))^*$, so $\hat{Q}_2$ is the adjoint of $\hat{J}_2$ in the Hilbert space sense.

For the second part, note that by approximation, $(Q_p x, y) = (x, J_q y)$ for any $x \in L^p(N)$, $y \in L^q(N)$ and $1 \leq p, q \leq \infty$ conjugate exponents. Also assumption 3 extends to $Q_pJ_p = I_{L^p(N)}$ for all $1 < p < \infty$. Now the assertion follows if we know that $\hat{J}_p(x) = J_p(x)$ for any $x \in L^p(N)$.

We check the two determining properties of the dual element.

\[\langle J_q(\tilde{x}), J_p(x) \rangle = \langle Q_qJ_q(\tilde{x}), x \rangle = \langle \tilde{x}, x \rangle = \|x\|_p^p.\]

Further,\n\[\|J_q(\tilde{x})\|_p^p = \|	ilde{x}\|_q^p = \|x\|_p^p = \|J_p(x)\|_p^p = \|J_p(x)\|_p^p.\]

Here, we have used that $J_q$ (and $J_p$) is an isometry. This follows from $Q_qJ_q = I_{L^q(N)}$ and the contractivity of $J_q$.

(iii) Put $\hat{W} = J\hat{W}\hat{Q}$. The rest of the proof is very similar to that of (i). \hfill \Box

**Theorem 5.3.** Let $M$ be a hyperfinite von Neumann algebra and $T : M \to M$ satisfy (P). Then for all $1 < p < \infty$ and $x \in L^p(M)$,
\[\langle (I_{L^p(M)} - T_p)x, \tilde{x} \rangle \in \Sigma_p.\]

Proof. 1st case: $M$ finite dimensional. Then there exist $K \in \mathbb{N}$, $\lambda_1, \ldots, \lambda_K > 0$ and $n_1, \ldots, n_K \in \mathbb{N}$ such that $(M, \tau)$ has a representation as a direct sum
\[(M, \tau) = (M_{n_1}, \lambda_1 \text{tr}) \oplus \cdots \oplus (M_{n_K}, \lambda_K \text{tr}).\]

We want to apply (2) of lemma 5.2.

Assume for a moment that $\lambda_1, \ldots, \lambda_K \in \mathbb{N}$. Take $N = M$ and $N = M_m$ with $m = \sum_{k=1}^K \lambda_k n_k$, endowed with the standard trace $\text{tr}$. Put
\[J : M \to M_m, \quad J(x_1 \oplus x_2 \oplus \ldots \oplus x_K) = \begin{pmatrix} x_1 \\ \vdots \\ x_1 \\ x_K \end{pmatrix}.\]
Here, the multiplicity of the $x_k$ on the diagonal of the big matrix is $\lambda_k$. Let $Q : M_m \to M$ be defined by $(Jx, y) = (x, Qy)$. $J$ is completely positive by its simple structure, and then $Q$ also is by lemma 3.1. $J$ is a contraction, since $\|J(x)\| = \max_k \|x_k\| = \|x\|$. $Q$ is a contraction, since $\|x\| = \lambda_k \|x_k\|_{S_k} = \|J(x)\|_{S_k}$. Finally, the identity $QJ = I_M$ is easy to check, so that the assumptions of lemma 5.2 are satisfied, and

$$\langle (I_{L^p(M)} - T_p)x, \tilde{x} \rangle = \langle (I_{M_m} - JTQ)x, \tilde{x} \rangle \text{ thm } 5.1 \in \Sigma_p.$$ 

Assume now that $\lambda_k \in \mathbb{Q}$. Then let $t \in \mathbb{N}$ be the common denominator of $\lambda_1, \ldots, \lambda_K$. Put $m = t \sum_k \lambda_k n_k$ and $N = M_m$ with the trace $t^{-1} \cdot tr$. Use the same $J$ as before, the multiplicity of $a_k$ being now $t \lambda_k$. We appeal again to lemma 5.2 (2). Note that the theorem 5.1 is also valid with the modified trace $t^{-1} \cdot tr$.

The general case $\lambda_k \in \mathbb{R^*_+}$ follows by rational approximation.

2nd case: There exists a net $M_\alpha$ of finite dimensional subalgebras of finite trace with $M = \bigcup_\alpha M_\alpha$. Then for every $\alpha$, the canonical embedding $J_\alpha : M_\alpha \to M$ and projection $Q_\alpha : M \to M_\alpha$ satisfy the assumptions of lemma 5.2. For every $1 < p < \infty$ and every $x \in L^p(M)$, $x = \lim_\alpha J_{\alpha,p}Q_{\alpha,p}x$ in $L^p(M)$ [29, p. 332]. Now (1) of lemma 5.2 yields that $Q_\alpha I_{J_\alpha}$ is an operator as in the 1st case of the proof. Therefore for any $x \in L^p(M)$, by lemma 5.2

$$\langle (I_{L^p(M)} - T_p)x, \tilde{x} \rangle = \lim_\alpha \langle (I - T_p)Q_\alpha,x, (Q_\alpha T_{\alpha,p}x) \rangle$$

$$\in \Sigma_p.$$ 

3rd case: $M$ is a general hyperfinite von Neumann algebra. Take the net $I = \{p \in M : p^2 = p, p^* = p, \text{tr}(p) < \infty\}$. For any $p \in I$, set $M(p) = pM p$. Then $M(p)$ is a von Neumann algebra as in the 2nd case. Indeed, $Q_p : M \to M$, $x \mapsto pxp$ is a complete contraction, and thus its image $M(p)$ is injective, i.e., by Connes’ theorem, hyperfinite. Further, the induced trace $\tau_p = \tau|_{M(p)}$ is clearly finite, since for any positive $x \in M(p)$, $\tau(x) = \tau(pxp) \leq \|x\| \tau(p) < \infty$. If we denote $J_p : M(p) \to M$ the canonical injection, then $J_p$ and $Q_p$ satisfy the assumptions of lemma 5.2.

It is well-known that for any $1 \leq q < \infty$, we conclude the same arguments as in the 2nd case, since for any $1 \leq q < \infty$ and any $x \in L^q(M)$, $x = \lim_{p \in I} Q_{p,q} J_{p,q} x$.

The following theorem now answers our question in section 4. In addition, the contractivity in (4.4) can be extended to complete contractivity.

**Theorem 5.4.** Let $M$ be a hyperfinite von Neumann algebra with s.n.f. trace $\tau$ and $(T_t)$ a diffusion semigroup on $(M, \tau)$. Assume that for all $t > 0$, $T_t$ satisfies $(P)$ (for example, $T_t$ is completely positive). Then for all $1 < p < \infty$, $t \mapsto T_{t,p}$ has an analytic extension

$$\Sigma_{t,p} \to B(L^p(M)),$$ 

$z \mapsto T_{z,p}$. The operators $T_{z,p}$ are in addition completely contractive.

**Proof.** Proposition 4.1 together with theorem 5.3 gives the analytic extension and the contractivity. To show the complete contractivity, let $n \in \mathbb{N}$ and consider the space $N = M_n \otimes M$ with trace $tr \otimes \tau$. Then $\tilde{T}_t := I_{M_n} \otimes T_t$ gives a diffusion semigroup on $N$. Further, $\tilde{T}_t$ inherits property $(P)$ from $T_t$. Indeed, if $W : M_2 \otimes M \to M_2 \otimes M$ is an “extension” of $T_t$ as in the definition of $(P)$, then $I_{M_n} \otimes W : M_n \otimes (M_2 \otimes M) \cong M_2 \otimes (M_n \otimes M) \to M_n \otimes (M_2 \otimes M)$ is one of $\tilde{T}_t$. Let $\Sigma_{t,p} \to B(L^p(N))$, $z \mapsto \tilde{T}_{z,p}$ be the analytic contractive extension of $T_{t,p}$. We claim that $\tilde{T}_{z,p} = I_{S^*_t} \otimes T_{z,p}$, where $T_{z,p}$ is the analytic extension of $T_{t,p}$. Indeed, by the equivalence...
of the norms \( \| x_{ij} \|_{S^p(L^p(M))} \cong \sum_{ij} \| x_{ij} \|_{L^p(M)} \), one sees that \( I_{S^p} \otimes T_z \) is analytic. Since \( \hat{T}_{z,p} = I_{S^p} \otimes T_{z,p} \) a priori for \( z > 0 \), the claim follows from the uniqueness theorem for analytic functions. Now the theorem follows from (3.1).

\[ \square \]

6. Specific Examples

We will now give some examples of diffusion semigroups \( (T_t) \) on hyperfinite von Neumann algebras which match the conditions of theorem 5.4. Recall that if for any \( t > 0 \), \( T_t \) is completely positive, then \( T_t \) satisfies (P) and theorem 5.4 can be applied. In two specific cases to follow, the complete positivity is unnecessary.

6.1. Commutative case

We assume that \((M, \tau) = (L^\infty(\Omega), \mu)\) is a commutative von Neumann algebra. Then our definition 2 of a diffusion semigroup reduces to the classical one given in [28].

For any operator \( T : L^\infty(\Omega) \to L^\infty(\Omega) \) or \( T : L^1(\Omega) \to L^1(\Omega) \), \( \| T \| = \| T \|_{cb} \). This is false in general for operators \( T : L^p(\Omega) \to L^p(\Omega) \) with \( 1 < p < \infty \). The property (P) has now a simple characterization.

PROPOSITION 6.1. A \( w^* \)-continuous operator \( T : L^\infty(\Omega) \to L^\infty(\Omega) \) satisfies (P) if and only if \( T \) is contractive and self-adjoint.

Proof. The “only if” part follows from remark 1. For the “if” part, we assume that \( L^\infty(\Omega) = l^\infty_n \) for some \( n \in \mathbb{N} \). The general case can be deduced by an approximation argument as in theorem 5.3, using the semi-partitions of \((\Omega, \mu)\) explained in section 2.

We identify \( T \) and \( T_\tau \) with matrices \((t_{ij})\) and \((\tau_{ij})\). Since \((t_{ij})\) is self-adjoint, \((\tau_{ij})\) and \((|t_{ij}|)\) are self-adjoint also. Hence

\[
W = \begin{pmatrix} (|t_{ij}|) & (t_{ij}) \\ (\overline{t_{ij}}) & (|t_{ij}|) \end{pmatrix} : M_2(l^\infty_n) \to M_2(l^\infty_n)
\]

is self-adjoint.

We show that \( W \) is completely positive. Let \( \hat{J} : l^\infty_n \hookrightarrow M_n \) be the embedding into the diagonal, \( J = M_2 \otimes : M_2(l^\infty_n) \to M_2(M_n) \) and \( P : M_2(M_n) \to M_2(l^\infty_n) \) its adjoint. Further, let \( \phi_{ij} \in \mathbb{C} \) such that \( t_{ij} = |t_{ij}| \phi_{ij} \). Denote \( a_{ij} = \begin{pmatrix} \sqrt{|t_{ij}|} \phi_{ij} E_{ij} & 0 \\ 0 & \sqrt{|t_{ij}|} E_{ij} \end{pmatrix} \in M_2(M_n) \),

where \((E_{ij})_{ij}\) is the canonical basis in \( M_n \). Then \( x \mapsto \sum_i a_{ij} x a_{ij}^* \) is completely positive by Choi’s theorem (3.2). On the other hand, this mapping equals \( JW P \). Indeed,

\[
\sum_{i,j} \begin{pmatrix} \sqrt{|t_{ij}|} \phi_{ij} E_{ij} & 0 \\ 0 & \sqrt{|t_{ij}|} E_{ij} \end{pmatrix} \begin{pmatrix} x^{(11)} & x^{(12)} \\ x^{(21)} & x^{(22)} \end{pmatrix} \begin{pmatrix} \phi_{ij} \sqrt{|t_{ij}|} E_{ji} & 0 \\ 0 & \sqrt{|t_{ij}|} E_{ji} \end{pmatrix} = \sum_{i,j} \begin{pmatrix} |t_{ij}| E_{ij} x^{(11)} E_{ji} & t_{ij} E_{ij} x^{(12)} E_{ji} \\ t_{ij} E_{ij} x^{(21)} E_{ji} & |t_{ij}| E_{ij} x^{(22)} E_{ji} \end{pmatrix} = \sum_{i,j} \begin{pmatrix} |t_{ij}| E_{ij} x^{(11)} E_{ji} & t_{ij} E_{ij} x^{(12)} E_{ji} \\ t_{ij} E_{ij} x^{(21)} E_{ji} & |t_{ij}| E_{ij} x^{(22)} E_{ji} \end{pmatrix} = JW P x.
\]

Then \( W = P(JW P)J \) is also completely positive.
As \( \|T\| \) is given by \( \sup \sum_{ij} |t_{ij}| \), which does only depend on the absolute values of \( t_{ij} \), we have \( \| (t_{ij}) \| = \|T\| \). This implies \( \left\| W \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right\| \leq \| (t_{ij}) \| \leq 1 \), and thus, \( W \) is completely contractive.

As a corollary, we obtain [22, cor 3.2], but without the assumption of positivity.

COROLLARY 6.2. Let \((T_t)\) be a diffusion semigroup on \( L^\infty(\Omega) \), i.e. the \( T_{t,p} \) form consistent contractive \( c_0 \)-semigroups on \( L^p(\Omega) \) for \( 1 \leq p < \infty \) (\( w^* \)-continuous on \( L^\infty(\Omega) \)) such that \( T_{t,2} \) are self-adjoint. Then for \( 1 < p < \infty \), \( t \mapsto T_{t,p} \) has an analytic and contractive extension to

\[
\Sigma_p = \left\{ z \in \mathbb{C} \setminus \{0\} : |\arg z| < \frac{\pi}{2} - \arctan \frac{|p-2|}{2\sqrt{p-1}} \right\}.
\]

Proof. Recall that \( L^\infty(\Omega) \) is a hyperfinite von Neumann algebra. By proposition 6.1, \( T_t \) satisfies \((P)\) for all \( t > 0 \), so that we can appeal to theorem 5.4.

REMARK 2. In [19], [22, cor 3.2] is used to improve the angle of the \( H^\infty \)-calculus of generators of commutative diffusion semigroups consisting of positive operators. With the above corollary, [19] gives the same angle improvement without the positivity assumption.

6.2. Schur Multipliers

A further example of non-commutative diffusion semigroups are the Schur multiplier semigroups, considered in [16, chap 8]. The underlying von Neumann algebra is \( M = B(l^2(\mathbb{N})) = B(l^2) \), with the usual trace \( \text{tr} \). We identify \( B(l^2(\mathbb{N})) \) with some subspace of \( \mathbb{C}^{\mathbb{N} \times \mathbb{N}} \) in the usual way. Let \( (t_{ij})_{ij} \in \mathbb{C}^{\mathbb{N} \times \mathbb{N}} \). The Schur multiplier \( T \) associated with \( (t_{ij})_{ij} \) is defined in the following way: If \( x = (x_{ij})_{ij} \in B(l^2) \) then

\[
T x = (t_{ij} x_{ij})_{ij}.
\]  

(6.1)

Of course, it is not sure that \( T x \in B(l^2) \) nor that \( T \in B(M) \). The following proposition characterizes, when the latter is the case. For a proof, see [24, cor 8.8].

PROPOSITION 6.3. Let \( T \) be given by (6.1). The following are equivalent.

- There exists a Hilbert space \( H \) and sequences \((x_i)_i, (y_i)_i \subset H\) such that \( \sup \|x_i\| \leq 1 \), \( \sup \|y_i\| \leq 1 \) and \( t_{ij} = \langle x_i, y_j \rangle_H \).
- The Schur multiplier \( T \) is a bounded operator on \( M \) and \( \|T\| \leq 1 \).
- The Schur multiplier \( T \) is a completely bounded operator on \( M \) and \( \|T\|_{cb} \leq 1 \).

Assume now that the conditions of the above proposition are satisfied. Then for \( x, y \in S^1 \cap B(l^2) \), \( \langle T x, y^* \rangle = \text{tr}(T x y^*) = \sum_{i,j=1}^{\infty} t_{ij} x_{ij} y_{ij}^* \). Therefore, \( T \) is self-adjoint if and only if \( t_{ij} \in \mathbb{R} \) for all \( i, j \in \mathbb{N} \).

LEMMA 6.4. A Schur multiplier \( T : B(l^2) \rightarrow B(l^2) \) satisfies \((P)\) if and only if \( T \) is contractive and self-adjoint.
**Proof.** Only the “if” part has to be shown. Let \((x_i), (y_i) \in H\) be the sequences given as in proposition 6.3. By the self-adjointness of \(T\), we know that \(\langle x_i, y_j \rangle_H \in \mathbb{R}\). We may suppose that \(\langle x_i, x_j \rangle_H, \langle y_i, y_j \rangle_H \in \mathbb{R}\).

Indeed, if this is not the case, let \((e_\gamma)\gamma\) be an orthonormal basis of \(H\) and consider the \(\mathbb{R}\)-linear mapping

\[
J: \begin{cases}
H & \mapsto H \oplus_2 H \\
ix_\gamma & \mapsto e_\gamma \oplus 0 \\
ie_\gamma & \mapsto 0 \oplus e_\gamma
\end{cases}
\]

For \(x \in H\), write \(x = x_R + ix_I\), where \(x_R\) and \(x_I\) are in the real span of \((e_\gamma)\gamma\). In the same manner, write \(y = y_R + iy_I\). Then

\[
\langle x, y \rangle_H = \langle x_R, y_R \rangle_H + \langle x_I, y_I \rangle_H + i \langle x_I, y_R \rangle_H - i \langle x_R, y_I \rangle_H,
\]

so if \((x, y)_H \in \mathbb{R}\), then \((J(x), J(y))_H = (x, y)_H\). Replace now \(x_i\) and \(y_i\) by \(J(x_i)\) and \(J(y_i)\). Then, we still have \(t_{x, y} = (J(x), J(y))\), and in addition \((x_i, x_j)_H, (y_i, y_j)_H \in \mathbb{R}\).

The operator \(W\) as in definition 3 that we will give in a moment acts on the space \(M_2 \otimes B(l^2)\). We wish to consider Schur multipliers on this space and do this in virtue of the natural identification \(M_2 \otimes B(l^2) \cong B(l^2(N \times \{1, 2\}))\). Note that \(T_s\) is the Schur multiplier associated with \((y_i, x_j)_H\). Further, by proposition 6.3, the Schur multipliers \(S_1\) and \(S_2\) associated with \((x_i, x_j)_H\) and \((y_i, y_j)_H\) are completely contractive. We put \(W = \begin{pmatrix} S_1 & T_s \\ T_s & S_2 \end{pmatrix}\). This is a Schur multiplier on \(M_2 \otimes B(l^2) \cong B(l^2(N \times \{1, 2\}))\) associated with the matrix

\[
((z_{ik}, z_{jk})_H)_{(ik), (jk) \in N \times \{1, 2\}},
\]

where \(z_{ik} = \begin{cases} x_i, & k = 1 \\ y_i, & k = 2 \end{cases}\). Therefore, \(W\) is completely positive [24, ex 8.7]. The (complete) contractivity of \(W\) is clear from proposition 6.3. Finally, as \((z_{ik}, z_{jk})_H \in \mathbb{R}\), \(W\) is self-adjoint.

\(\square\)

Now assume that \((T_t)\) is a diffusion semigroup on \(M\) such that for any \(t > 0\), \(T_t\) is a Schur multiplier associated to some \((h_t)_{ij} \in \mathbb{C}^{N \times N}\). For example, if \(H\) is a Hilbert space and \((\alpha_k)_{k \in \mathbb{N}}\) \((\beta_k)_{k \in \mathbb{N}}\) are sequences in \(H\), then the Schur multipliers \(T_t\) associated with \((e^{-t\|\alpha\|} - e^{-t\|\beta\|})_{ij}\) form such a diffusion semigroup [16, prop 8.17]. Then the above lemma and theorem 5.4 show that for any \(1 < p < \infty\), \((T_t)_{t > 0}\) admits an analytic extension

\[\Sigma_p' \to B(L^p), z \mapsto T_{z,p} \]

Further, by the uniqueness of analytic vector valued functions, \(T_{z,p}\) is again a Schur multiplier for any \(z \in \Sigma_p\).

### 7. Semi-commutative diffusion semigroups

At the end, we give an example of a diffusion semigroup on a von Neumann algebra without the assumption of hyperfinite. Let \((\Omega, \mu)\) be a measure space and \((N, \sigma)\) a von Neumann algebra with s.n.f. trace. Suppose we are given a diffusion semigroup \((T_t)\) on \(L^\infty(\Omega)\). By the \(w^*\)-continuity of any \(T_t\), we can define the contractions

\[T_t^N := T_t \otimes I_N : L^\infty(\Omega) \otimes N \to L^\infty(\Omega) \otimes N,\]

\((T_t^N)\) is a diffusion semigroup on \(L^\infty(\Omega) \otimes N\), and called semi-commutative diffusion semigroup.
Now assume that $N$ has the QWEP property. This means that $N$ is the quotient of a $C^*$-algebra having the weak expectation property (WEP) introduced in [20], [21]. It is unknown whether every von Neumann algebra has this property.

Recall the following notion of an ultraproduct of Banach spaces. Let $(X_α)_{α∈I}$ be a family of Banach spaces and $U$ an ultrafilter on $I$. We will only need the case $X_α = X$, a fixed Banach space. Consider the quotient space

$$l^∞(I; X_α) = \{(x_α)_α ∈ \prod_α X_α : \sup_α \|x_α\| < ∞\}$$

and the subspace

$$c_0(U; X_α) = \{(x_α)_α ∈ l^∞(I; X_α) : \lim_{U} x_α = 0\}.$$

Then $\prod_U X_α = l^∞(I; X_α)/c_0(U; X_α)$ is called an ultraproduct, see also [26, p. 59].

We will need a property of $L^p(N, σ)$ which appears in [13].

**Proposition 7.1.** Let $N$ be a von Neumann algebra with QWEP having a s.n.f. trace $σ$. Then there exists a Hilbert space $H$, an ultrafilter $U$ on some index set $I$ and an isometric embedding $J : L^p(N, σ) → \prod_U S^p(H)$.

The following proposition follows from [13, thm 2.10]. We include a simple proof for the convenience of the reader.

**Proposition 7.2.** Let $1 < p < ∞$, $L^p(Ω)$ be some commutative $L^p$-space and $T ∈ B(L^p(Ω))$ be completely bounded. Let $N$ be a von Neumann algebra with QWEP with a s.n.f. trace $σ$. Then $T ⊗ I_{L^p(N)}$, initially defined on $L^p(Ω) ⊗ L^p(N)$, extends to $L^p(Ω, L^p(N))$ and

$$\|T ⊗ I_{L^p(N)} : L^p(Ω, L^p(N)) → L^p(Ω, L^p(N))\| ≤ \|T\|_{cb}.$$

**Proof.** By (3.1), for every $n ∈ N$,

$$\|T ⊗ I_{S^n} : L^p(Ω, S^n_Ω) → L^p(Ω, S^n_Ω)\| ≤ \|T\|_{cb}.$$  

As in [25, prop 2.4], we deduce via a density argument that $\|T ⊗ I_{S^p(H)} : L^p(Ω, S^p(H)) → L^p(Ω, S^p(H))\| ≤ \|T\|_{cb}$.

Let $H, U, I, J$ be as in proposition 7.1. We denote $(x_α)_α$ and $(f_α)_α$ elements of the ultraproduct spaces $\prod_U S^p(H)$ and $\prod_U L^p(Ω, S^p(H))$. Consider the ultraproduct mapping

$$S : \prod_U L^p(Ω, S^p(H)) → \prod_U L^p(Ω, S^p(H)), (f_α)_α ↦ ((T ⊗ I_{S^p(H)}) (f_α))_α.$$  

Note that the space $L^p(Ω, \prod_U S^p(H))$ is isometrically embedded in $\prod_U L^p(Ω, S^p(H))$, via a mapping taking a step function $\sum k_k f_k ⊗ (x_k)_α$ to the element $(\sum k_k f_k ⊗ x_k)_α$. With this embedding, $S(L^p(Ω, \prod_U S^p(H))) ⊂ L^p(Ω, \prod_U S^p(H))$, and $S = S|_{L^p(Ω, \prod_U S^p(H))}$ is again a contraction, since $\|T\|_{cb} ≤ 1$. Now use proposition 7.1 to restrict $S$ to $L^p(Ω, L^p(N))$. This restriction equals $T ⊗ I_{L^p(N)}$, which is thus a contraction, as desired.

**Corollary 7.3.** Let $(T^N_t) = (T^N_t ∋ I_N)$ be a semi-commutative diffusion semigroup as above. Then for $1 < p < ∞$, $t ↦ T^N_t$ has an analytic and completely contractive extension to $Σ_p'$.  


Proof. By proposition 6.1, $T_t$ satisfies $(P)$ and theorem 5.4 gives the completely contractive analytic extension $z \mapsto T_{z,p}$ on $\Sigma_p'$. Now appeal to proposition 7.2 to get the contractive operators $T_{z,p} \otimes I_{L^p(N)}$. It is clear that the latter form an analytic extension of $T_{z,p}$. Replacing $T_t$ by $I_{M_n} \otimes T_t$ in this argument gives the completely contractive result. \hfill \square

Remark 3. There is even a more general version of proposition 7.2, [13, thm 2.10]. From this, we deduce that if $M$ is a hyperfinite von Neumann algebra with s.n.f. trace $\tau$ and $T : L^p(M) \to L^p(M)$ is completely contractive, then $T \otimes I_{L^p(N)} : L^p(M \otimes N) \to L^p(M \otimes N)$ is completely contractive.

With this generalization, one also gets the following result: If $(T_t)$ is a diffusion semigroup on a hyperfinite von Neumann algebra such that $T_t$ satisfies $(P)$ for all $t > 0$, then $T_t^N = T_t \otimes I_N$ forms a diffusion semigroup and has an analytic and completely contractive extension to $\Sigma_p'$.

Corollary 7.3 allows us to generalize proposition 4.2, which was our starting observation, to the non-commutative case.

Corollary 7.4. Let $(N, \sigma)$ be a QWEP von Neumann algebra and $a, b \in L^p(N)$. Then

$$\langle a - b, \hat{a} - \hat{b} \rangle = \|a\|_p^p + \|b\|_p^p - \text{tr}(b|a|^{p-1} u_a) - \text{tr}(a|b|^{p-1} u_b) \in \Sigma_p.$$

Here, $a = u_a|a|$ and $b = u_b|b|$ are the polar decompositions.

Proof. Let $(T_t)$ be the diffusion semigroup on $l^\infty_2$ as in example 1, i.e. $T_t = e^{tA}$ with

$$A = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix}.$$

Consider the semi-commutative semigroup $(T_t \otimes I_N)$ with (bounded) generator $A_p = A \otimes I_{L^p(N)}$ on $L^p(l^\infty_2 \otimes N)$ and define the element $x$ in this space by $x = (a, b)$. Its dual element is given by $\hat{x} = (\hat{a}, \hat{b})$. By corollary 7.3 and proposition 4.1,

$$\langle a - b, \hat{a} - \hat{b} \rangle = -(A_p x, \hat{x}) \in \Sigma_p.$$

\hfill \square
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