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Abstract. We investigate the relationship between generalized curvatures of an arbitrary convex body K and its polar body K* in d-dimensional Euclidean space. For example, the generalized Gauß-Kronecker curvature of K is compared with the product of the generalized principal radii of curvature of K*. This leads to a generalization of the classical statement saying that the product of the equiaffine support functions of K and K* is equal to 1, provided K is sufficiently smooth and has positive Gauß-Kronecker curvature. Another consequence concerns the equality of the extended p-affine surface area of K and the q-affine surface area of K*, if $pq = d^2$. In the special case of a smooth convex body and for $p = d$ this result is well known in centroaffine differential geometry.

1 Introduction

A substantial part of the research in affine differential geometry in Euclidean space $\mathbb{R}^d$ is devoted to the investigation of the centroaffinely invariant situation. First accounts of results in centroaffine differential geometry are contained in the books of Salkowski [15] and P. A. & A. P. Schirokow [16] as well as in the book of Laugwitz [9]. The recent paper by Oliker & Simon [14] describes a modern structural approach to the field, and in particular it emphasizes the relationship between Euclidean, equiaffine, and centroaffine geometry. See also the introductory chapter in [11].

It is an essential feature of centroaffine differential geometry that the centroaffine metric of a hypersurface is isometric to that of the polar (dual) hypersurface, cf. [15, §34], [9, p. 41], [14, Proposition 7.2.1, (7.16)]. As a consequence the centroaffine surface area of a hypersurface coincides with that of the polar surface. For the boundary of a sufficiently smooth convex body (nonempty compact convex set) with positive Gauß-Kronecker curvature this was mentioned by Gruber [5, Remark 1].

The present paper is mainly intended to provide generalizations in the setting of the geometry of convex bodies for results which originate from affine differential geometry. Hopefully, this approach also sheds new light on the classical situation. Although for a general convex
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body there is no equiaffine metric in the classical sense, the notion of equiaffine surface area has recently been extended to include the case of an arbitrary convex body [10], [13], [19]. Subsequently, Lutwak [12] generalized this concept to the notion of the $p$-affine surface area $O_p(K)$ of an arbitrary convex body $K$ which contains the origin in its interior by setting

$$O_p(K) = \inf \left\{ [dV_p(K, f)]^{\frac{1}{d+p}} \left[ \int_{S^{d-1}} f^{-d} \, d\mathcal{H}^{d-1} \right]^{\frac{d}{d+p}} \mid f \in C^+(S^{d-1}) \right\},$$

where $C^+(S^{d-1})$ is the set of all positive continuous functions on the unit sphere $S^{d-1}$ of $\mathbb{R}^d$, $\mathcal{H}^{d-1}$ denotes the $(d - 1)$-dimensional Hausdorff measure, and

$$V_p(K, f) := \frac{1}{d} \int_{S^{d-1}} f(u)^p h(K, u)^{1-p} \, dS_{d-1}(K, u).$$

In the last formula $S_{d-1}(K, \cdot)$ is the Euclidean surface area measure of the convex body $K$ [18, Chapter 4], and $h(K, \cdot) = h_K$ denotes the support function of $K$. It should be observed that for $p = 1$ resp. $p = d$ we obtain the equiaffine resp. the centroaffine surface area. These ideas were further developed in [6]. There in particular it is proved that $O_p(K)$, for every $p > 0$, can be represented alternatively as an integral over the boundary of $K$ or as an integral over the unit sphere, i.e.,

$$O_p(K) = \int_{\partial K} \left\{ \frac{H_{d-1}(K, x)}{\langle x, \sigma_K(x) \rangle^{(p-1)} d^{\frac{d}{p}}} \right\}^{\frac{1}{d+p}} d\mathcal{H}^{d-1}(x)$$

$$= \int_{S^{d-1}} \left\{ \frac{D_{d-1} h(K, u)}{h(K, u)^{p-1}} \right\}^{\frac{1}{d+p}} d\mathcal{H}^{d-1}(u). \quad (1)$$

Here and in the following we adopt the notation and terminology from [6]. For all notions of convexity, which are not explicitly defined in [6] or in the present work, [18] is our reference. Despite the fact that the concept of $p$-affine surface area is invariant with respect to the group of all volume preserving linear transformations, it turns out to be comfortable to work in a Euclidean space $\mathbb{R}^d$ with scalar product $\langle \cdot, \cdot \rangle$ and norm $\| \cdot \|$. Recall that for an arbitrary convex body $K$ the generalized Gauß-Kronecker curvature, $\mathcal{H}_{d-1}(K, x)$, and the product of the generalized principal radii of curvature, $D_{d-1} h(K, u)$, are defined for $\mathcal{H}^{d-1}$ almost all $x \in \partial d K$ resp. for $\mathcal{H}^{d-1}$ almost all $u \in S^{d-1}$, cf. [6]. The set of all convex bodies which contain the origin in their interiors is denoted by $K_{00}^d$, and $\sigma_K$ is the spherical image map of $K$. This map is defined on the set $\text{reg} K$ of regular boundary points of $K$. We shall also repeatedly use the important concept of the second order differentiability of a convex function, see [18, Notes for §1.5] and [6] for references.

Now we describe our main results. In Section 3 it will be shown that for an arbitrary convex body $K \in K_{00}^d$ and for each $p > 0$ the relation

$$O_p(K) = O_{d/p}(K^*)$$

holds true (Theorem 3.2). Here,

$$K^* := \{ x \in \mathbb{R}^d \mid \langle x, y \rangle \leq 1 \text{ for all } y \in K \}$$
denotes the polar body of $K$. Strictly speaking, the attempt to verify this general result has been the original motivation for our current research. In case $p = d^2 / p = d$ and for a convex body $K$ of class $C^3_+$ this exactly is the classical statement. In order to be able to prove this, we shall first have to establish a relationship between the generalized Gauß-Kronecker curvature of an arbitrary convex body $K \in \mathcal{K}^d_{00}$ and the product of the generalized principal radii of curvature of its polar body $K^*$ at corresponding points (Theorem 2.2). In addition, relation (1) is required. The proof of Theorem 2.2 essentially uses a representation of the generalized Gauß-Kronecker curvature by means of a differentiation process with respect to curvature measures $\{t \}$, $[17]$.

To see another application of Theorem 2.2, first recall that in equiaffine differential geometry the equiaffine support function of a convex body $K$ at $x \in \text{bd} K$ is defined by

$$H_{d-1}(K, x) - x \cdot \langle x, \sigma_K(x) \rangle.$$ 

It was shown by Salkowski [15, §39, (31) and (32)] that, for $K \in \mathcal{K}^d_{00}$ of class $C^3_+$ and $d = 3$, the relation

$$\frac{\langle x, \sigma_K(x) \rangle}{H_{d-1}(K, x)^{1/d+1}} \frac{\langle x^*, \sigma_K^*(x^*) \rangle}{H_{d-1}(K^*, x^*)^{1/d+1}} = 1$$

(2)

holds true, if $x^* \in \text{bd} K^*$ is the uniquely determined boundary point for which $\langle x, x^* \rangle = 1$. Kaltenbach [8, Satz 3.2] proved relation (2) in arbitrary dimensions, and he applied this result to the random approximation of smooth convex bodies. See also [4, Remark 3] and [14, (7.33)]. In the present paper we obtain a generalization of equation (2). In fact, equation (2) is proved for an arbitrary convex body $K$ and corresponding normal boundary points $x \in \text{bd} K$ respectively $x^* \in \text{bd} K^*$ (Theorem 2.8).

2 Curvature relations

Our first lemma is just a simple observation. It will, however, be essential for describing a geometric quantity, the normal cone $N(K, x)$ of $K$ at the boundary point $x$, with the help of analytic properties of the support function $h(K^*, \cdot)$ of the polar body. In this context $F(K^*, u)$ denotes the support set of $K^*$ with exterior unit normal vector $u$, $\partial K^*(u)$ is the subdifferential of $h_K^*$ at $u$, and by $\nabla h_{K^*}(u)$ we denote an arbitrary element (subgradient) of the subdifferential $\partial h_{K^*}(u)$. If $\partial h_{K^*}(u)$ consists of one subgradient only, then $h_{K^*}$ is differentiable at $u$ and $\nabla h_{K^*}(u) = \text{grad} h_{K^*}(u)$.

**Lemma 2.1.** Let $K \in \mathcal{K}^d_{00}$ and $u \in S^{d-1}$. Then $h(K^*, u)^{-1} u \in \text{bd} K$, and

$$N(K, h(K^*, u)^{-1} u) \cap S^{d-1} = \left\{ \frac{\nabla h_{K^*}(u)}{||\nabla h_{K^*}(u)||} \mid \nabla h_{K^*}(u) \in \partial h_{K^*}(u) \right\}$$

$$= \left\{ ||x||^{-1} x \mid x \in F(K^*, u) \right\}.$$

**Proof.** Let $v \in N(K, h(K^*, u)^{-1} u) \cap S^{d-1}$, i.e., $\langle v, h(K^*, u)^{-1} u \rangle = h(K, v)$. Equivalently, $\langle h(K, v)^{-1} v, u \rangle = h(K^*, u)$, and hence $h(K, v)^{-1} v \in F(K^*, u)$. This shows $v \in \{ ||x||^{-1} x \mid x \in F(K^*, u) \}$.
Vice versa, choose \( x \in F(K^*, u) \). Since \( h(K, x) = \rho(K^*, x)^{-1} = 1 \), we obtain
\[
\left\langle \frac{x}{\|x\|}, h(K^*, u)^{-1}u \right\rangle = \frac{1}{\|x\|} \frac{\langle x, u \rangle}{h(K^*, u)} = \|x\|^{-1} = h\left(K, \|x\|^{-1}x\right).
\]
This implies \( \|x\|^{-1}x \in N(K, h(K^*, u)^{-1}u) \cap S^{d-1} \). The remaining part of the lemma follows from [18, Theorem 1.7.4]. \( \square \)

In the sequel the set of all normal boundary points of a convex body \( K \) will be denoted by \( \mathcal{M}(K) \) (cf. [6]).

**Theorem 2.2.** Let \( K \in K_{00}^d \). Then, for \( H^{d-1} \) almost all \( x \in \text{bd} \, K \), the support function \( h_K \) is second order differentiable at \( \|x\|^{-1}x \) and \( x \in \mathcal{M}(K) \). For each such \( x \in \text{bd} \, K \) we have
\[
H_{d-1}(K, x) = \left\langle \|x\|^{-1}x, \sigma_K(x) \right\rangle^{d+1} D_{d-1} h(K^*, \|x\|^{-1}x).
\] (3)

Before we can start with the proof of Theorem 2.2, some definitions are required which will be used throughout the present paper. A sequence of lemmas then will prepare the main part of the proof.

Fix \( K \in K_{00}^d \), and let \( x_0 \in \mathcal{M}(K) \) be such that \( h := h_K \) is second order differentiable at \( u_0 := \|x_0\|^{-1}x_0 \). It will be convenient to write
\[
x^* := \left\langle x, \sigma_K(x) \right\rangle^{-1} \sigma_K(x) \in \text{bd} \, K^* \text{,}
\]
if \( x \in \text{reg} \, K \). This defines a mapping \( * : \text{reg} \, K \rightarrow \text{bd} \, K^* \). In addition, we shall use mappings
\[
f : S^{d-1} \rightarrow \text{bd} \, K, \quad u \mapsto h(u)^{-1}u,
\]
and
\[
\eta : \text{bd} \, K \rightarrow S^{d-1}, \quad x \mapsto \|x\|^{-1}x.
\]
These are bi-Lipschitz homeomorphisms with Lipschitz constants \( \text{Lip}(f) \) resp. \( \text{Lip}(\eta) \), which are inverse to each other. For \( n \in \mathbb{N} \) let
\[
\omega_n := \left\{ u \in S^{d-1} \mid \left\langle u, u_0 \right\rangle \geq 1 - (2n^2)^{-1} \right\}.
\]
Let us choose \( n_0 \in \mathbb{N} \) such that \( \nabla h(u_0) + d^2 h(u_0)(u - u_0) \neq 0 \) for all \( u \in \omega_n \) and \( n \geq n_0 \). If \( \omega \subset \omega_{n_0} \), we can define
\[
M_1(\omega) := \left\{ \|\nabla h(u)\|^{-1} \nabla h(u) \mid u \in \omega, \nabla h(u) \in \partial h(u) \right\}
\]
\[
= \left\{ \|x\|^{-1}x \mid x \in F(K^*, u), u \in \omega \right\},
\]
and
\[
M_2(\omega) := \left\{ \frac{\nabla h(u_0) + d^2 h(u_0)(u - u_0)}{\|\nabla h(u_0) + d^2 h(u_0)(u - u_0)\|} \mid u \in \omega \right\}.
\]
We also need the mappings

\[ p : \text{bd} \ K \rightarrow x_0 + T_{x_0} K, \quad q \mapsto p(x_0 + T_{x_0} K, q), \]

and

\[ F : (x_0 + T_{x_0} K) \cap U \rightarrow \text{bd} \ K, \quad x \mapsto x + z(x)e_d. \]

Here, \( p \) is the metric projection of the tangent space \( x_0 + T_{x_0} K \) of \( K \) at \( x_0 \), \( e_d := -\sigma_K(x_0) \), \( U \) is a suitably small neighbourhood of \( x_0 \), and \( z \) is the function which locally represents \( \text{bd} \ K \) at \( x_0 \) with respect to the tangent space \( x_0 + T_{x_0} K \), i.e.,

\[ z(x) = \min\{ \lambda \geq 0 \mid x + \lambda e_d \in \text{bd} \ K \}, \quad x \in (x_0 + T_{x_0} K) \cap U. \]

Note that \( p \) and \( F \) are bi-Lipschitz maps with Lipschitz constants \( \text{Lip}(p) \) resp. \( \text{Lip}(F) \), which locally are inverse to each other. For \( \epsilon > 0 \) and \( A \subset \mathbb{R}^d \) let

\[ U_\epsilon(A) := \left\{ x \in \mathbb{R}^d \mid \inf\{\|x - a\| \mid a \in A\} \leq \epsilon \right\}. \]

The set \( \beta_n := f(\omega_n) \subset \text{bd} \ K \) represents a compact neighbourhood of \( x_0 \) relative to \( \text{bd} \ K \) for each \( n \in \mathbb{N} \). We can assume that the sets \( \beta_n := p \circ f(\omega_n) \) and \( U_{\epsilon_n}(\beta_n') \) are contained in \( U \) for \( n \geq n_0 \), if \( (\epsilon_i)_{i \in \mathbb{N}} \) is a given positive sequence in \( \mathbb{R} \) that converges to 0. Define

\[ \|\beta'_n\| := \sup\{\|x - x_0\| \mid x \in \beta'_n\}. \]

Finally, the notion of a normal sequence of subsets of \( \text{bd} \ K \) with respect to a point \( x_0 \in \text{bd} \ K \) is defined in \([17, \S3]\).

**Lemma 2.3.** The sequence \( (\beta_n)_{n \geq n_0} \) is normal with respect to \( x_0 \).

**Proof.** Let \( u \in \omega_n \). Then \( \|u - u_0\| \leq n^{-1} \), i.e.,

\[ \|\beta'_n\| \leq \text{Lip}(f)n^{-1} \rightarrow 0 \quad \text{for} \quad n \rightarrow \infty. \]

Now, choose a sequence \( (\epsilon_i)_{i \in \mathbb{N}}, \epsilon_i > 0 \), such that \( \|\beta'_n\|^{-1}\epsilon_i \rightarrow 0 \) for \( i \rightarrow \infty \). This implies \( n\epsilon_n \rightarrow 0 \) for \( n \rightarrow \infty \). We have to show that

\[ \lim_{n \rightarrow \infty} \frac{\mathcal{H}^{d-1}(U_{\epsilon_n}(\text{bd} \beta'_n) \cap (x_0 + T_{x_0} K))}{\mathcal{H}^{d-1}(\beta'_n)} = 0. \]

Here and in the sequel “bd” is occasionally applied relative to \( x_0 + T_{x_0} K \) or to \( S^{d-1} \), as will be clear from the context.

First of all we have

\[ \mathcal{H}^{d-1}(\beta'_n) \geq (\text{Lip}(\eta)\text{Lip}(F))^{1-d}\mathcal{H}^{d-1}(\omega_n). \]  

Next we prove the inclusion

\[ U_{\epsilon_n}(\text{bd} \beta'_n) \cap (x_0 + T_{x_0} K) \subset p \circ f \left( U_{\epsilon_n}\text{Lip}(F)\text{Lip}(\eta)(\text{bd} \omega_n) \cap S^{d-1} \right). \]
To see this, choose \( x \in U_{\varepsilon_n}(\text{bd } \beta_n') \cap (x_0 + T_{x_0}K) \). Then there is some \( y \in \text{bd } \beta_n' \) with \( \| x - y \| \leq \varepsilon_n \). Since \( \eta \circ F(y) \in \text{bd } \omega_n \) and
\[
\| \eta \circ F(x) - \eta \circ F(y) \| \leq \text{Lip}(\eta) \text{Lip}(F) \varepsilon_n,
\]
it follows that
\[
\eta \circ F(x) \in U_{\varepsilon_n \text{Lip}(F) \text{Lip}(\eta)}(\text{bd } \omega_n).
\]
From (4) and (5) one deduces
\[
\limsup_{n \to \infty} \frac{\mathcal{H}^{d-1}(U_{\varepsilon_n}(\text{bd } \beta_n') \cap (x_0 + T_{x_0}K))}{\mathcal{H}^{d-1}(\beta_n')}
\leq \limsup_{n \to \infty} \frac{(\text{Lip}(p) \text{Lip}(f))^{d-1} \mathcal{H}^{d-1}(U_{\varepsilon_n \text{Lip}(F) \text{Lip}(\eta)}(\text{bd } \omega_n) \cap S^{d-1})}{(\text{Lip}(\eta) \text{Lip}(F))^{1-d} \mathcal{H}^{d-1}(\omega_n)}
\leq \text{const } \limsup_{n \to \infty} (n \varepsilon_n) = 0.
\]
A detailed justification of the last inequality can be found in [7].

\[\square\]

**Lemma 2.4.** With the notations from above we have
\[
\lim_{n \to \infty} \frac{\mathcal{H}^{d-1}(f(\omega_n))}{\mathcal{H}^{d-1}(\omega_n)} = \frac{\| \nabla h(u_0) \|}{h(u_0)^d}.
\]

**Proof.** The function \( h \) is differentiable at \( u \) for \( \mathcal{H}^{d-1} \) almost all \( u \in S^{d-1} \). For one such \( u \) let \( u_1, \ldots, u_{d-1} \) be an orthonormal basis of \( u^\perp \). Then one calculates for the partial derivatives \( f_{ij}(u), j = 1, \ldots, d - 1, \) with respect to \( u_1, \ldots, u_{d-1}, \)
\[
f_{ij}(u) = \frac{u_j}{h(u)} - \frac{u}{h(u)^2} \langle \nabla h(u), u_j \rangle.
\]
From this we conclude
\[
det \left( \langle f_{ij}(u), f_{ij}(u) \rangle_{i,j=1}^{d-1} \right)
\leq h(u)^{-2(d-1)} \left( 1 + \sum_{i=1}^{d-1} \left( \frac{\nabla h(u)}{h(u)}, u_i \right)^2 \right)
\leq h(u)^{-2d} \left( \langle \nabla h(u), u \rangle^2 + \sum_{i=1}^{d-1} \langle \nabla h(u), u_i \rangle^2 \right)
\leq \frac{\| \nabla h(u) \|^2}{h(u)^{2d}}.
\]
A special case of the area/coarea formula [3, Theorem 3.2.22] applied to the Lipschitz map \( f \) then yields
\[
\mathcal{H}^{d-1}(f(\omega_n)) = \int_{\omega_n} \frac{\| \nabla h(u) \|}{h(u)^d} \, d\mathcal{H}^{d-1}(u).
\]
Since $h$ is second order differentiable at $u_0$, we obtain
\[
\left| \frac{\mathcal{H}^{d-1}(f(\omega_n))}{\mathcal{H}^{d-1}(\omega_n)} - \frac{\|\nabla h(u_0)\|}{h(u_0)^d} \right| 
\leq \frac{1}{\mathcal{H}^{d-1}(\omega_n)} \int_{\omega_n} \left| \frac{\|\nabla h(u)\|}{h(u)^d} - \frac{\|\nabla h(u_0)\|}{h(u_0)^d} \right| \, d\mathcal{H}^{d-1}(u)
\leq \frac{1}{\mathcal{H}^{d-1}(\omega_n)} \int_{\omega_n} \left( \frac{\|\nabla h(u)\|}{h(u)^d} \|h(u_0)^d - h(u)^d\| + \frac{1}{h(u_0)^d} \|\nabla h(u)\| - \|\nabla h(u_0)\| \right) \, d\mathcal{H}^{d-1}(u).
\]
Observe that
\[
\|\nabla h(u)\| \leq \|\nabla h(u_0)\| + \|d^2 h(u_0)\| \|u - u_0\| + R(\|u - u_0\|) \|u - u_0\|,
\]
\[
\|\nabla h(u)\| - \|\nabla h(u_0)\| \leq (\|d^2 h(u_0)\| + R(\|u - u_0\|)) \|u - u_0\|,
\]
and
\[
|h(u_0)^d - h(u)^d| \leq \text{const Lip}(h) \|u - u_0\|.
\]
Therefore the lemma follows from
\[
\left| \frac{\mathcal{H}^{d-1}(f(\omega_n))}{\mathcal{H}^{d-1}(\omega_n)} - \frac{\|\nabla h(u_0)\|}{h(u_0)^d} \right| 
\leq \frac{\text{const}}{\mathcal{H}^{d-1}(\omega_n)} \int_{\omega_n} \|u - u_0\| \, d\mathcal{H}^{d-1}(u) \leq \text{const} n^{-1}.
\]

\[\square\]

**Lemma 2.5.** Using the notations from above, we also get
\[
\lim_{n \to \infty} \frac{\mathcal{H}^{d-1}(M_2(\omega_n))}{\mathcal{H}^{d-1}(\omega_n)} = \frac{h(u_0)}{\|\nabla h(u_0)\|^d} D_{d-1}h(u_0).
\]

**Proof.** Let us define the map $g$ by
\[
g : \omega_n \to \mathbb{R}^d, \quad u \mapsto \frac{\nabla h(u_0) + d^2 h(u_0)(u - u_0)}{\|\nabla h(u_0) + d^2 h(u_0)(u - u_0)\|}.
\]
Again the area formula (for the smooth map $g$) yields
\[
\lim_{n \to \infty} \frac{\mathcal{H}^{d-1}(M_2(\omega_n))}{\mathcal{H}^{d-1}(\omega_n)} = J_{d-1}g(u_0)
\]
\[
= \frac{\det \left( \langle g_i(u_0), f_j(u_0) \rangle_{i,j=1}^{d-1} \right)}{\sqrt{\det \left( \langle f_i(u_0), f_j(u_0) \rangle_{i,j=1}^{d-1} \right)}}
\]
In order to obtain the last equation we have used that
\[
\text{im}(Dg(u_0)) \subset (\nabla h(u_0))^{-1} = \text{im}(Df(u_0)).
\]
Here, the partial derivatives \(f_{ij}(u_0), g_{ij}(u_0), i,j = 1,\ldots,d-1\), are calculated with respect to an orthonormal basis \(u_1,\ldots,u_{d-1} \in u_0^\perp\) of eigenvectors of the symmetric linear transformation \(d^2h(u_0)|_{u_0^\perp} : u_0^\perp \to u_0^\perp\). The corresponding eigenvalues, the generalized principal radii of curvature of \(K^*\) at \(u_0\) (cf. [6]), are denoted by \(r_1,\ldots,r_{d-1}\). In other words \(D_{d-1}h(u_0) = r_1 \cdots r_{d-1}\). An elementary calculation leads to
\[
g_{ij}(u_0) = \frac{d^2h(u_0)(u_i)}{\|
abla h(u_0)\|} - \frac{\nabla h(u_0)}{\|
abla h(u_0)\|^3}\langle \nabla h(u_0), d^2h(u_0)(u_i) \rangle
\]
\[
= \frac{r_i}{\|
abla h(u_0)\|} \left\{ u_i - \frac{\nabla h(u_0)}{\|
abla h(u_0)\|^2}\langle \nabla h(u_0), u_i \rangle \right\},
\]
and hence
\[
\langle g_{ij}(u_0), f_{kl}(u_0) \rangle
\]
\[
= \delta_{ij} \frac{r_i}{h(u_0)\|
abla h(u_0)\|} - \frac{\nabla h(u_0)}{h(u_0)\|
abla h(u_0)\|^3}\langle \nabla h(u_0), u_i \rangle \langle \nabla h(u_0), u_j \rangle + \\
+ \frac{r_i}{h(u_0)^2} \frac{\langle \nabla h(u_0), u_0 \rangle \langle \nabla h(u_0), u_i \rangle \langle \nabla h(u_0), u_j \rangle}{\|
abla h(u_0)\|^3}
\]
\[
= \delta_{ij} \frac{r_i}{h(u_0)\|
abla h(u_0)\|}. \tag{8}
\]
Now the lemma follows from (6), (7), and (8).

\[\square\]

**Lemma 2.6.** The inclusion \(\text{bd } M_1(\omega_n) \subset M_1(\text{bd } \omega_n)\) holds for all \(n \geq n_0\).

**Proof.** Let \(v \in \text{bd } M_1(\omega_n)\). By definition of the boundary of a set there is a sequence \(v_i \in M_1(\omega_n), i \in \mathbb{N}\), such that \(v_i \to v\) for \(i \to \infty\). Thus for each \(i \in \mathbb{N}\) there are \(u_i \in \omega_n\) and \(x_i \in F(K^*, u_i)\) with \(\|x_i\|^{-1}x_i = v_i\). After suitable selection of subsequences and change of notation we can assume that \(u_i \to u \in S^{d-1}, x_i \to x \in F(K^*, u)\), and \(v = \|x\|^{-1}x\). Since \(\omega_n\) is closed, we have \(u \in \omega_n\).

Again by definition there is also a sequence \(w_i \in S^{d-1} \setminus M_1(\omega_n), i \in \mathbb{N}\), with \(w_i \to v\) for \(i \to \infty\). For each \(i \in \mathbb{N}\) set \(y_i := p(K^*, w_i)w_i \in \text{bd } K^*\), and choose \(\tilde{u}_i \in N(K^*, y_i) \cap S^{d-1}\). Then \(y_i \in F(K^*, \tilde{u}_i), \|y_i\|^{-1}y_i = w_i\), and \(\tilde{u}_i \notin \omega_n\) (since otherwise it follows that \(w_i \in M_1(\omega_n)\)). Taking subsequences we obtain \(\tilde{u} \in (S^{d-1} \setminus \omega_n) \cup \text{bd } \omega_n\) and \(y \in F(K^*, \tilde{u})\) with \(v = \|y\|^{-1}y\). But then \(y = x\). The proof is finished, if \(\tilde{u} \in \text{bd } \omega_n\). In case that \(\tilde{u} \in S^{d-1} \setminus \omega_n\), we have \(u, \tilde{u} \in N(K^*, x), u \in \omega_n\), and \(\tilde{u} \in S^{d-1} \setminus \omega_n\). Then, however, there also is some \(u^* \in N(K^*, x)\) which lies on the spherical arc joining \(u\) and \(\tilde{u}\) such that \(u^* \in \text{bd } \omega_n\). This implies \(v \in M_1(\text{bd } \omega_n)\). \[\square\]
Lemma 2.7. Let $d^2 h(u_0)|_{u_0}$ be regular. Then we obtain
\[
\lim_{n \to \infty} \frac{H^{d-1}(M_1(\omega_n))}{H^{d-1}(M_2(\omega_n))} = 1.
\]

**Proof.** There is some $M > 0$ such that $\|\nabla h(u)\|^{-1} \leq M$ for all $u \in S^{d-1}$ and $\nabla h(u) \in \partial h(u)$. Since $h$ is second order differentiable at $u_0$, there also is an increasing function $R$ such that $R(\|u - u_0\|) \to 0$ for $u \to u_0$ and
\[
\|\nabla h(u) - \nabla h(u_0) - d^2 h(u_0)(u - u_0)\| \leq R(\|u - u_0\|)\|u - u_0\|,
\]
for any subgradient choice $\nabla h(u) \in \partial h(u)$, $u \in S^{d-1}$, for the support function $h$, cf. [18, Notes for §1.5].

Set $\epsilon_n := 2MR(n^{-1})n^{-1}$ for $n \geq n_0$. The following estimate holds for $n \geq n_0$, $u \in \omega_n$, and $\nabla h(u) \in \partial h(u)$:
\[
\left\| \nabla h(u) \right\| - \left\| \nabla h(u_0) + d^2 h(u_0)(u - u_0) \right\| \\
\leq \left\| \nabla h(u) - \nabla h(u_0) - d^2 h(u_0)(u - u_0) \right\| \\
+ \left\| \nabla h(u) + d^2 h(u_0)(u - u_0) \right\| - \left\| \nabla h(u) \right\|
\leq 2MR(\|u - u_0\|)\|u - u_0\|
\leq 2MR(n^{-1})n^{-1} = \epsilon_n.
\]

This implies for $n \geq n_0$ and $\tilde{\omega} \subset \omega_n$
\[
M_1(\tilde{\omega}) \subset U_{\epsilon_n}(M_2(\tilde{\omega})) \quad \text{and} \quad M_2(\tilde{\omega}) \subset U_{\epsilon_n}(M_1(\tilde{\omega})), \quad (9)
\]
and hence in particular
\[
M_2(\omega_n) \setminus M_1(\omega_n) \subset U_{\epsilon_n}(\text{bd } M_1(\omega_n)), \quad (10)
\]
as well as
\[
M_1(\omega_n) \setminus M_2(\omega_n) \subset U_{\epsilon_n}(\text{bd } M_2(\omega_n)). \quad (11)
\]
Relation (9) with $\tilde{\omega} = \text{bd } \omega_n$ and the fact that $g|_{\omega_n}$ is a diffeomorphism, if $n$ is sufficiently large, lead to
\[
M_1(\text{bd } \omega_n) \subset U_{\epsilon_n}(M_2(\text{bd } \omega_n)) = U_{\epsilon_n}(\text{bd } M_2(\omega_n)). \quad (12)
\]
Now, use (10), Lemma 2.6, and (12) to see that
\[
M_2(\omega_n) \setminus M_1(\omega_n) \subset U_{2\epsilon_n}(\text{bd } M_2(\omega_n)). \quad (13)
\]
With the help of (11) and (13) it follows that for \( n \) large enough

\[
\left| \frac{\mathcal{H}^{d-1}(M_1(\omega_n))}{\mathcal{H}^{d-1}(M_2(\omega_n))} - 1 \right| \\
\leq \frac{\mathcal{H}^{d-1}(M_1(\omega_n) \setminus M_2(\omega_n))}{\mathcal{H}^{d-1}(M_2(\omega_n))} + \frac{\mathcal{H}^{d-1}(M_2(\omega_n) \setminus M_1(\omega_n))}{\mathcal{H}^{d-1}(M_2(\omega_n))} \\
\leq 2 \frac{\mathcal{H}^{d-1}\left(U_{2\epsilon_n}(\text{bd} M_2(\omega_n)) \cap S^{d-1}\right)}{\mathcal{H}^{d-1}(M_2(\omega_n))}. \tag{14}
\]

For the sake of clarity we write \( g_n \) for \( g|_{\omega_n} \), \( n \geq n_0 \). Recall that \( g_n \) is a bi-Lipschitz homeomorphism for \( n \) sufficiently large. Hence, we can assume that for \( n_0 \) sufficiently large there is some \( n_1 \in \mathbb{N} \) with \( n_0 \geq n_1 \) such that for \( n \geq n_0 \)

\[
U_{2\epsilon_n}(g_n(\text{bd} \omega_n)) \cap S^{d-1} \subset \text{im}(g_n)
\]

and

\[
U_{2\text{Lip}(g_{n_1})\epsilon_n}(\text{bd} \omega_n) \cap S^{d-1} \subset \omega_1.
\]

In addition, it can be assumed that \( g_{n_1} \) is a bi-Lipschitz map. Note that \( \text{bd} M_2(\omega_n) = g_n(\text{bd} \omega_n) \) for \( n \geq n_0 \). We state that for \( n \geq n_0 \)

\[
U_{2\epsilon_n}(g_n(\text{bd} \omega_n)) \cap S^{d-1} \subset g_{n_1}\left(U_{2\text{Lip}(g_{n_1})\epsilon_n}(\text{bd} \omega_n) \cap S^{d-1}\right). \tag{15}
\]

To see this, choose \( x \in U_{2\epsilon_n}(g_n(\text{bd} \omega_n)) \cap S^{d-1} \). Then there is some \( u \in \text{bd} \omega_n \) such that \( \|x - g_n(u)\| \leq 2\epsilon_n \). Note that \( x \in \text{im}(g_{n_1}) \), and \( g_n(u) = g_{n_1}(u) \) for \( u \in \omega_n \) and \( n \geq n_0 \). Therefore

\[
\|g_{n_1}^{-1}(x) - u\| \leq 2\text{Lip}(g_{n_1})\epsilon_n,
\]

and this implies relation (15).

Finally, observe that for \( n \geq n_0 \)

\[
\mathcal{H}^{d-1}(M_2(\omega_n))^{-1} = \mathcal{H}^{d-1}(g_{n_1}(\omega_n))^{-1} \leq (\text{Lip}(g_{n_1}^{-1}))^{d-1}\mathcal{H}^{d-1}(\omega_n)^{-1}. \tag{16}
\]

Introducing (15) and (16) into (14), we end up with

\[
\left| \frac{\mathcal{H}^{d-1}(M_1(\omega_n))}{\mathcal{H}^{d-1}(M_2(\omega_n))} - 1 \right| \\
\leq 2 \left[\text{Lip}(g_{n_1}^{-1})\text{Lip}(g_{n_1})\right]^{d-1} \frac{\mathcal{H}^{d-1}\left(U_{2\text{Lip}(g_{n_1})\epsilon_n}(\text{bd} \omega_n) \cap S^{d-1}\right)}{\mathcal{H}^{d-1}(\omega_n)} \\
\leq \text{const} \ (n\epsilon_n).
\]

\[\square\]
Proof of Theorem 2.2. We have to distinguish two cases. First, let us assume that 
\[ d^2 h(u_0)_{u_0^+} \] is regular. Then we obtain successively from [17, Hilfssatz (3.6)], which is applicable because of Lemma 2.3, from [18, Theorem 4.2.5, (4.2.21) and (4.2.23)], Lemma 2.1, Lemma 2.4 and Lemma 2.7, and finally by an application of Lemma 2.5 that

\[
H_{d-1}(K, x_0) = \lim_{n \to \infty} \frac{C_0(K, \beta_n)}{C_{d-1}(K, \beta_n)}
\]

\[
= \lim_{n \to \infty} \frac{\mathcal{H}^{d-1}(\sigma(K, f(\omega_n)))}{\mathcal{H}^{d-1}(f(\omega_n))}
\]

\[
= \lim_{n \to \infty} \frac{\mathcal{H}^{d-1}(M_1(\omega_n))}{\mathcal{H}^{d-1}(f(\omega_n))}
\]

\[
= \frac{h(u_0)^d}{\|\nabla h(u_0)\|} \lim_{n \to \infty} \frac{\mathcal{H}^{d-1}(M_2(\omega_n))}{\mathcal{H}^{d-1}(\omega_n)}
\]

\[
= \left( \frac{h(u_0)}{\|\nabla h(u_0)\|} \right)^{d+1} D_{d-1} h(u_0).
\]

See [18] for a definition of the spherical image \( \sigma(K, \cdot) \). Since \( x_0 \in \mathcal{M}(K) \subset \text{reg } K \), the associated point \( x_0^* \in \partial K^* \) has already been defined. The definition of \( x_0^* \) implies \( \langle x_0, x_0^* \rangle = 1 \), and thus \( u_0 = \|x_0\|^{-1}x_0 \in N(K^*, x_0^*) \cap S^{d-1} \). Moreover, \( \nabla h(u_0) = x_0^* = \langle x_0, \sigma_K(x_0) \rangle^{-1}\sigma_K(x_0) \), and hence

\[
\|\nabla h(u_0)\|^{-1} h(u_0) = \langle \|x_0\|^{-1}x_0^*, u_0 \rangle = \langle \sigma_K(x_0), \|x_0\|^{-1}x_0 \rangle.
\]

Now, assume that \( d^2 h(u_0)_{u_0^+} \) is singular, i.e., \( D_{d-1} h(u_0) = 0 \). The proof is finished, if we can show that \( H_{d-1}(K, x_0) = 0 \). The preceding argument for the regular case tells us that it is sufficient to verify

\[
\lim_{n \to \infty} \frac{\mathcal{H}^{d-1}(M_1(\omega_n))}{\mathcal{H}^{d-1}(\omega_n)} = 0.
\]

In the course of the proof of Lemma 2.7 it has been shown that \( M_1(\omega_n) \subset U_{\epsilon_n}(M_2(\omega_n)) \) for \( n \) sufficiently large. Note that we did not use the nondegeneracy of \( d^2 h(u_0)_{u_0^+} \) in order to deduce this fact. Hence,

\[
\frac{\mathcal{H}^{d-1}(M_1(\omega_n))}{\mathcal{H}^{d-1}(\omega_n)} \leq \frac{\mathcal{H}^{d-1}(U_{\epsilon_n}(M_2(\omega_n)) \cap S^{d-1})}{\mathcal{H}^{d-1}(\omega_n)}.
\]

According to the assumption of the present case the set

\[
M_n := \{ \nabla h(u_0) + d^2 h(u_0)(u - u_0) \mid u \in \omega_n \} \neq \emptyset \quad (\text{for } n \geq n_0)
\]

is contained in a \((d - 2)\)-dimensional affine subspace, and

\[
\text{diam}(M_n) \leq \|d^2 h(u_0)\| \text{diam}(\omega_n) \leq \text{const } n^{-1}.
\]

Thus we obtain

\[
\lim_{n \to \infty} \frac{\mathcal{H}^{d-1}(U_{\epsilon_n}(M_2(\omega_n)) \cap S^{d-1})}{\mathcal{H}^{d-1}(\omega_n)} = 0,
\]
since $n \epsilon_n \to 0$ for $n \to \infty$.

The first statement of Theorem 2.2 is an immediate consequence of Aleksandrov’s theorem on the second order differentiability of a convex function almost everywhere [1] and the fact that $f$ is Lipschitzian.

\[ \square \]

**Remark.** Under the assumptions of Theorem 2.2 let us denote by $N^f : S^{d-1} \to S^{d-1}$ an arbitrary unit (normal) vector field which fulfills

\[ N^f(u) \in N(K, f(u)) \cap S^{d-1}. \]

The proof for Theorem 2.2 then implies that

\[ H_{d-1}(K, x_0) = \frac{\det \left( \langle N^f_{ij}(u_0), f_{ij}(u_0) \rangle_{i,j=1}^{d-1} \right)}{\det \left( \langle f_{ij}(u_0), f_{ij}(u_0) \rangle_{i,j=1}^{d-1} \right)}, \]

independent of the particular choice for $N^f$. Here, the derivatives are calculated with respect to an arbitrary orthonormal basis of $u_0^\perp$. The expression on the right side of this equation resembles the usual representation of the Gauß-Kronecker curvature of a hypersurface in classical differential geometry.

**Theorem 2.8.** Let $K \in \mathcal{K}_{00}^d$. If $x_0 \in \mathcal{M}(K)$ and $x_0^* \in \mathcal{M}(K^*)$, then

\[ H_{d-1}(K, x_0) H_{d-1}(K^*, x_0^*) = (\|x_0\| \|x_0^*\|)^{-(d+1)}. \]

**Proof.** First of all it will be proved that $h := h_K$ is second order differentiable at $u_0 := \|x_0\|^{-1}x_0$. Note that $h$ is differentiable at $u_0$, since $h = \rho(K, \cdot)^{-1}$ and $x_0 \in \text{reg } K$. Again let $U$ be a suitably small neighbourhood of $x_0$, and set $T_{x_0} := (x_0 + T_{x_0} K) \cap U$. The mappings $f, \eta, p, F$ are also defined as in the course of the proof for Theorem 2.2. Note that the map

\[ p \circ f : (p \circ f)^{-1}(T_{x_0}) \to x_0 + T_{x_0} K \]

is differentiable at $u_0$, since $x_0 \in \text{reg } K$. A similar statement holds for $\eta \circ F$. Now, we say that $N$ is a unit normal vector field choice for $K$ at $x_0$ defined on $T_{x_0}$, if $N$ fulfills

\[ N : T_{x_0} \to S^{d-1}, \quad N(x) \in N(K, F(x)) \cap S^{d-1} \quad \text{for all } x \in T_{x_0}. \]

If $N$ is such a unit normal vector field choice, then

\[ N_s := N \circ p \circ f : (p \circ f)^{-1}(T_{x_0}) \to S^{d-1} \]

is a unit normal vector field, which fulfills (cf. Lemma 2.1), for $u \in (p \circ f)^{-1}(T_{x_0})$,

\[ N_s(u) = N \circ p \circ f(u) = \frac{\nabla h(u)}{\|\nabla h(u)\|}, \quad \nabla h(u) \in \partial h(u). \]

Vice versa, starting with any such unit normal vector field $N_s$, we obtain a unit normal vector field choice $N$ for $K$ at $x_0$ defined on $T_{x_0}$ by setting $N := N_s \circ \eta \circ F$. Thus a remark
in [2, §4, p. 318] implies that \( x_0 \in \mathcal{M}(K) \) is equivalent to the uniform differentiability of all normed subgradient choices for \( h|_{S^{d-1}} \) at \( u_0 \). Since \( \nabla h(u) \in F(K^*, u) \subset \text{bd} \ K^* \), we have

\[
\nabla h(u) = \rho(K^*, \|\nabla h(u)\|^{-1}\nabla h(u)) \frac{\nabla h(u)}{\|\nabla h(u)\|}.
\]

The radial function \( \rho(K^*, \cdot) : S^{d-1} \rightarrow \mathbb{R} \) is differentiable at \( \|x_0^*\|^{-1}x_0^* \), because \( x_0^* \in \text{reg} \ K^* \).

We also have \( \|\nabla h(u_0)\|^{-1}\nabla h(u_0) = \|x_0^*\|^{-1}x_0^* \), cf. the proof of Theorem 2.2. Hence, the family of the composed mappings

\[
S^{d-1} \rightarrow \mathbb{R}, \quad u \mapsto \rho(K^*, \|\nabla h(u)\|^{-1}\nabla h(u)),
\]

which is obtained for all subgradient choices for \( h \), is uniformly differentiable at \( u_0 \). The rule for the differentiation of the product of two maps generalizes to the setting of uniform differentiability. This shows that the family of subgradient choices for \( h \) is uniformly differentiable, and thus \( h \) is second order differentiable at \( u_0 \). Observe that \( x_0^* = \nabla h(u_0) \). Now, we obtain from [6, Lemma 2.5] that

\[
H_{d-1}(K^*, x_0^*) D_{d-1} h(u_0) = 1. \tag{17}
\]

In addition, Theorem 2.2 implies

\[
H_{d-1}(K, x_0) = (\|x_0\| \|x_0^*\|)^{-1(d+1)} D_{d-1} h(u_0). \tag{18}
\]

Thus Theorem 2.8 follows from (17) and (18). \( \square \)

Remarks.

1. Note that if \( K \) is a polytope, then there is no \( x_0 \in \mathcal{M}(K) \) such that \( x_0^* \in \mathcal{M}(K^*) \). In fact, this situation is generic, as can be seen from [18, Theorem 2.6.2] together with our Theorem 2.8.

2. The preceding proof shows that \( h_K^* \) is second order differentiable at \( \|x\|^{-1}x \) and hence that equation (3) holds true, if we merely assume \( x \in \mathcal{M}(K) \) and \( x^* \in \text{reg} \ K^* \). (This is, e.g., implied by \( x \in \mathcal{M}(K) \) and \( H_{d-1}(K, x) > 0 \).) However, this is not a necessary condition. On the other hand, we do not know whether the assumption \( x \in \mathcal{M}(K) \) is sufficient in general. Theorem 2.2 is also implied, if \( h_K^* \) is second order differentiable at \( x \in \text{bd} \ K \). In fact, this already implies \( x \in \text{reg} \ K \), and from the proof of Theorem 2.8 we hence infer that \( x \in \mathcal{M}(K) \). Thus we have proved Corollary 2.9.

Corollary 2.9. Let \( K \in \mathcal{K}^d_{00} \). If \( h_K^* \) is second order differentiable at \( x \in \text{bd} \ K \), then \( x \in \mathcal{M}(K) \), and equation (3) holds true.

In a differential geometric setting the next two statements have been considered in [14, Proposition 8.4 and Theorem 9.1].

Corollary 2.10. Let \( K \in \mathcal{K}^d_{00} \). Then the inequality \( H_{d-1}(K, x) H_{d-1}(K^*, x^*) \leq 1 \) holds true for all \( x \in \mathcal{M}(K) \) such that \( x^* \in \mathcal{M}(K^*) \).
Corollary 2.11. Let $K \in K_{00}$. If there is some positive constant $c$ such that $x^* \in \mathcal{M}(K^*)$ and $H_{d-1}(K, x)H_{d-1}(K^*, x^*) = c$ for $\mathcal{H}^{d-1}$ almost all $x \in \mathcal{M}(K)$, then $K$ is a centred ball.

Proof. The assumptions of the corollary and Theorem 2.8 imply

$$H_{d-1}(K, x)H_{d-1}(K^*, x^*) = (\|x\|\|x^*\|)^{-d+1} = c,$$

for $\mathcal{H}^{d-1}$ almost all $x \in \text{bd} K$. From this we obtain $\langle \|x\|^{-1} x, \sigma_K(x) \rangle = c^{1/d+1}$, first for $\mathcal{H}^{d-1}$ almost all $x \in \text{bd} K$, and then, by continuity, this extends to all $x \in \text{reg} K$. Consider a point $x_0 \in \text{bd} K$ such that $\|x_0\| = \min\{\|x\| \mid x \in \text{bd} K\}$. Hence, $x_0 \in \text{reg} K$. This shows

$$1 = \langle \|x_0\|^{-1} x_0, \sigma_K(x_0) \rangle = c^{1/d+1},$$

i.e., $c = 1$. Let $x \in \text{bd} K$. An easy variational argument and Fubini's theorem show that there is a Lipschitzian map $x : [0, 1] \to \text{bd} K$ with $x(0) = x_0$, $x(1) = x$ and such that $x(t) \in \text{reg} K$ for $\mathcal{H}^1$ almost all $t \in [0, 1]$. Consider the Lipschitzian mapping $f : [0, 1] \to \mathbb{R}$, $t \mapsto \|x(t)\|^2$. Then, for $\mathcal{H}^1$ almost all $t \in [0, 1],$

$$f'(t) = 2\langle x(t), x'(t) \rangle = 2\|x(t)\|\langle \sigma_K(x(t)), x'(t) \rangle = 0.$$ 

This shows that $f$ is constant, and hence $K$ is a centred sphere. $\square$

3 Affine surface area of polar pairs

The aim of this final section is to prove that dual (polar) pairs of convex bodies have equal affine surface area with respect to “dual” indices. This in particular underscores the special role of centroaffine surface area at the turning point of equal indices $p = d^2/p = d$. There is also a local version of our subsequent Theorem 3.2 in the sense of [6, Theorem 2.8], which, however, we shall not state explicitly.

The following lemma seems to be generally known, although we could not find a reference for a proof. For reasons of completeness we include the short argument.

Lemma 3.1. Let $K \in K_{00}$, and let $f : S^{d-1} \to \text{bd} K$, $u \mapsto \rho(K, u)$. Then $f$ is differentiable for $\mathcal{H}^{d-1}$ almost all $u \in S^{d-1}$, and for any such $u \in S^{d-1}$

$$J_{d-1}f(u) = \langle u, \sigma_K(\rho(K, u)u) \rangle^{-1} \rho(K, u)^{d-1}.$$

Proof. The differentiability statement is clear, since $\rho_K^{-1} = h := h_{K^*}$ is Lipschitzian. Let the radial function $\rho_K = \rho(K, \cdot)$ be differentiable at $u \in S^{d-1}$. Equation (6) in the proof of Lemma 2.4 shows that

$$J_{d-1}f(u) = \frac{\|\nabla h(u)\|}{h(u)^d} = \frac{\|\nabla h(u)\|}{\langle \nabla h(u), u \rangle} \rho(K, u)^{d-1}.$$

This proves the lemma, since $\|\nabla h(u)\|^{-1} \nabla h(u) = \sigma_K(\rho(K, u)u)$. $\square$
**Theorem 3.2.** Let $K \in \mathcal{K}_{00}$ and $p > 0$. Then $\mathcal{O}_p(K) = \mathcal{O}_{d/p}(K^*)$.

**Proof.** We only consider the case $p = d$. Apart from a more intricate notation, the argument is the same for general $p > 0$. Let us consider the bi-Lipschitz transformation

$$f : S^{d-1} \to \text{bd } K, \quad u \mapsto h(K^*, u)^{-1}u = \rho(K, u)u.$$ 

According to Lemma 3.1 the Jacobian $J_{d-1}f(u)$ exists and is positive for $\mathcal{H}^{d-1}$ almost all $u \in S^{d-1}$. Hence, the area formula [3, Theorem 3.22] yields for an arbitrary nonnegative map $g : S^{d-1} \to \mathbb{R}$, which is defined $\mathcal{H}^{d-1}$ almost everywhere on $S^{d-1}$,

$$\int_{S^{d-1}} g(u)J_{d-1}f(u) \, d\mathcal{H}^{d-1}(u) = \int_{\text{bd } K} g \left( \frac{x}{\|x\|} \right) \, d\mathcal{H}^{d-1}(x).$$

Choosing

$$g(u) := [J_{d-1}f(u)]^{-1} \left\{ \frac{D_{d-1}h(K^*, u)}{h(K^*, u)^{d-1}} \right\}^{\frac{1}{d}},$$

we get

$$\mathcal{O}_d(K^*) = \int_{S^{d-1}} \left\{ \frac{D_{d-1}h(K^*, u)}{h(K^*, u)^{d-1}} \right\}^{\frac{1}{d}} \, d\mathcal{H}^{d-1}(u)$$

$$= \int_{\text{bd } K} \left\{ \frac{\langle x, \sigma_K(x) \rangle}{\rho(K, \frac{x}{\|x\|})^{d-1}} \right\} \left\{ \frac{D_{d-1}h \left( K^*, \frac{x}{\|x\|} \right)}{h \left( K^*, \frac{x}{\|x\|} \right)^{d-1}} \right\}^{\frac{1}{d}} \, d\mathcal{H}^{d-1}(x).$$

Consequently, the theorem is proved (recall [6, Theorem 2.8]), if we can show that for $\mathcal{H}^{d-1}$ almost all $x \in \text{bd } K$

$$\left\{ \frac{\langle x, \sigma_K(x) \rangle}{\rho(K, \frac{x}{\|x\|})^{d-1}} \right\} \left\{ \frac{D_{d-1}h \left( K^*, \frac{x}{\|x\|} \right)}{h \left( K^*, \frac{x}{\|x\|} \right)^{d-1}} \right\}^{\frac{1}{d}} = \left\{ \frac{H_{d-1}(K, x)}{\langle x, \sigma_K(x) \rangle^{d-1}} \right\}^{\frac{1}{d}}.$$ 

In order to verify this relation, we can assume that $x \in \mathcal{M}(K)$ and also that $h_K$. is second order differentiable at $\|x\|^{-1}x$. Recall $x^* = \langle x, \sigma_K(x) \rangle^{-1}\sigma_K(x) \in \text{bd } K^*$. Hence, $\|x\|^{-1}x \in \mathcal{N}(K^*, x^*), \|x^*\|^{-1}x^* \in \mathcal{N}(K, x)$, and $\nabla h(K^*, \|x\|^{-1}x) = x^*$. In addition, we have $\langle x, \sigma_K(x) \rangle = \|x^*\|^{-1}, \rho(K, \|x\|^{-1}x) = \|x\|$, and $h(K^*, \|x\|^{-1}x) = \|x\|^{1-d}$. Thus the above relation, which has to be proved, is equivalent to

$$\frac{1}{\|x\|} \left\{ \frac{D_{d-1}h \left( K^*, \frac{x}{\|x\|} \right)}{\|x\|^{1-d}} \right\}^{\frac{1}{d}} = \left\{ \frac{H_{d-1}(K, x)}{\|x^*\|^{1-d}} \right\}^{\frac{1}{d}}.$$ 

However, after rearranging terms, this is the statement of Theorem 2.2.  \[\square\]
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