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ABSTRACT. We give an introduction to the theories of dessins d’enfants and Teichmüller
curves and make M. Möller’s construction from [Möll04] effective in a way that enables
us to give examples for nontrivial Galois orbits of Teichmüller curves.

Warning: This manuscript has not been properly proofread, especially not by the author
of [Koc04]! Thus, it has to be considered as a preliminary version that might (i.e. probably
does) contain errors.

1. Introduction

The absolute Galois group Gal(\overline{Q}/\mathbb{Q}) has been a central object of interest for quite some
time. Its appeal is the vast amount of arithmetic information it encodes, which is also
an explanation for its tremendously complicated structure. To give one example, the
question which isomorphism types of groups appear as finite quotients of Gal(\overline{Q}/\mathbb{Q}) is
the inverse Galois problem, a still prospering field of research with wide open problems.
A classical review on known results an open questions about Gal(\overline{Q}/\mathbb{Q}) is [Neu73].

One approach is to study Galois actions on objects that are relatively easy to understand.
Belyi’s theorem [Bel79] (see Section 2) inspired Grothendieck to define a class of such
combinatorial objects, the so-called dessins d’enfants, on which the absolute Galois group
acts faithfully. One way of describing a dessin d’enfant is seeing it as as covering of the
projective line ramified over three points. In this sense, a related class of objects are
Origamis, which can be seen as coverings of elliptic curves ramified over a single point.
They allow an SL_2(\mathbb{R}) action which gives rise to constructing so-called Teichmüller curves
in the corresponding moduli space. These curves turn out to be defined over number fields,
so they also carry a Galois action. For some time it was unclear if this action was non-
trivial, till M. Möller gave an argument in [Möll04] that it is indeed faithful. To do this, he
took a subset of the set of dessins on which Gal(\overline{Q}/\mathbb{Q}) still acts faithful, made Origamis
out of them, considered their Teichmüller curves and showed that the Galois actions on
all these objects fit together in such a way that the faithfulness does not break underway.
The goal of this work is to give a more topological view on Möller’s construction, which
enables us to actually give examples of Galois orbits of Teichmüller curves. The structure
is as follows:

In Section 2, we give a short overview of the topological methods we are going to use
and adapt them to our needs. Section 3 is an introduction to Belyi theory and dessins
d’enfants. After that, we explain the the analytical and algebro-geometric notions of
Teichmüller curves and state some results about their arithmetic properties. The main
part of this work is Section 4, where we explain Möller’s fibre product construction to
produce Origamis out of dessins and calculate some of their properties. This will allow
us to reprove and slightly extend Möller’s results, and to finally give some examples in
the last section.
2. Topological preliminaries

In this section we will recall some basic properties of topological coverings that may or may not be well known. In particular we will calculate the monodromy of the fibre product and the composition of two coverings in terms of their monodromy. To the surprise of the author, these formulas are usually not found in topology textbooks. Let us start with some definitions and conventions.

Throughout this article, a (topological, unramified) covering is understood to be a continuous map \( p: Y \to X \), where \( X \) is a path-wise connected, locally path-wise connected, semi-locally simply connected topological space (call these spaces coverable), and every point \( x \in X \) has a neighbourhood \( U_x \ni x \) such that \( p^{-1}(U_x) \) is a disjoint union \( \bigsqcup_{i \in I} U_i \) such that for all \( i \in I \) the restriction \( p|_{U_i}: U_i \to U_x \) is a homeomorphism. \( U_x \) is then called an admissible neighbourhood of \( x \) with respect to \( p \). Sometimes we will lazily drop the specific covering map \( p \) and simply write \( Y/X \). The well defined cardinality \( \deg p \coloneqq |p^{-1}(x)| \) is called degree of the covering.

Note that usually, the definition of a covering requires also \( Y \) to be path-wise connected. For this situation we will use the term connected covering.

As usual, denote the push-forward of paths (or their homotopy classes) by a continuous map \( f \), i.e. \( f_*(g) \coloneqq f \circ g \). For a continuous map of pointed spaces \( f: (Y, y) \to (X, x) \), this yields a (functorial) group homomorphism \( f_*: \pi_1(Y, y) \to \pi_1(X, x) \), which is injective if \( f \) is a covering. In case \( f \) is a connected covering and \( f_*(\pi_1(Y, y)) \subseteq \pi_1(X, x) \) is a normal subgroup, \( f \) is called normal or Galois covering. Remember that in this case the factor group is isomorphic to \( \text{Deck}(Y/X) \), the group of deck transformations for the covering, i.e. the homeomorphisms of \( Y \) preserving the fibres of \( f \), which is then often called the Galois group of \( f \).

Recall the well-known path lifting property of coverings: Let \( g: [0,1] \to X \) be path and \( p: Y \to X \) a covering, then for every \( y \in p^{-1}(g(0)) \) there exists a unique lift of \( g \) with \( h(0) = y \). Denote this lift by \( L^p_y(g) \) and its endpoint by \( e^p_y(g) \coloneqq h(1) \). We compose paths “from right to left”, more precisely: If \( \alpha, \beta \in \pi_1(X,x_0) \) are two elements of the fundamental group of a topological space then \( \beta \alpha \) shall denote the homotopy class one gets by first passing through a representative of \( \alpha \) and then one of \( \beta \).

The monodromy of a covering \( p: Y \to X \) is defined as follows: Fix a basepoint \( x_0 \in X \) and a numbering \( p^{-1}(x_0) = \{y_1, \ldots, y_d\} \) on its fibre. Then the monodromy homomorphism \( m_p \) is given by

\[
m_p: \pi_1(X, x_0) \to S_d; \gamma \mapsto (i \mapsto j, \text{ if } y_j = e^p_{y_i}(\gamma)).
\]

Note that \( p \) is a connected covering (i.e. \( Y \) is path-wise connected) iff the image of \( m_p \) is a transitive subgroup of \( S_d \). Of course, as we drop the requirement of \( Y \) being path-wise connected, the well-known Galois correspondence between equivalence classes of coverings and conjugacy classes of subgroups of the fundamental group breaks. Instead, we have the following easy

**Proposition 2.1.** Let \( X \) be a coverable space and \( n \in \mathbb{N} \). Then there is a bijection

\[
\{X'/X \text{ covering of degree } d\}/\text{Fibre preserving homeomorphisms} \\
\leftrightarrow \{m: \pi_1(X) \to S_d \text{ permutation representation } \}/\text{conjugation in } S_d.
\]

Now let us turn to fibre products of coverings. Recall that for two continuous maps \( f: A \to X, \ g: B \to X \), the fibre product \( A \times_X B \) is given by

\[
A \times_X B : = \{(a, b) \in A \times B : f(a) = g(b)\}
\]
endowed with the subspace topology of the product. Consequently, the projections $p_A : A \times X B \to A, (a, b) \mapsto a$ and $p_B : A \times X B \to B, (a, b) \mapsto b$ are continuous. It is easy to see that if $f$ and $g$ are covering maps, so is $f \circ p_A = g \circ p_B : A \times X B \to X$, and so are $p_A$ and $p_B$ if $A$ and $B$ are path-wise connected, respectively.

Note that, even if both $A$ and $B$ are path-wise connected, the fibre product $A \times_X B$ need not be. In fact, the following proposition will show that, if $f : A \to X$ is a degree $d$ cover, then $A \times_X A$ is the coproduct of $d$ copies of $A$.

From the proposition above we know that a covering is uniquely determined by its monodromy. So one should be able to write down a formula for the monodromy of the fibre product of two coverings in terms of their respective monodromies. The following proposition gives an answer.

**Proposition 2.2.** Let $X$ be a coverable space, $f : A \to X$, $g : B \to X$ coverings of degree $d$ and $d'$, respectively, with given monodromy maps $m_f$ resp. $m_g$. Then, we have for the fibre product $A \times_X B$:

a) For each path-wise connected component $A_i \subseteq A$, the restriction

$$p_{A_i} : \pi^{-1}_A(A_i) = A_i \times_X B \to A_i$$

is a covering of degree $d'$ with monodromy

$$m_g \circ (f_{A_i})_*.$$ 

b) The map $f \circ p_A = g \circ p_B : A \times_X B \to X$ is a covering of degree $dd'$ with monodromy

$$m_f \times m_g : \pi_1(X, x_0) \to S_d \times S_{d'} \subseteq S_{dd'}, \gamma \mapsto \left((k, l) \mapsto (m_f(k), m_g(l))\right),$$

where $(k, l) \in \{1, \ldots, d\} \times \{1, \ldots, d'\}$.

**Proof.** We omit the straightforward proof that $p_{A_i} : \pi_1(A_i)$ and $f \circ p_A = g \circ p_B$ are coverings of the claimed degrees. For part a), let $A$ w.l.o.g. be path-wise connected, i.e. $A_1 = A$. Let us now calculate the monodromy of $p_{A_i}$. So, choose base points $x_0 \in X$ and $a_0 \in f^{-1}(x_0)$. Let $g^{-1}(x_0) = \{b_1, \ldots, b_d\}$ be the fibre over $x_0$, and $p_{A_i}^{-1}(a_0) = \{c_1, \ldots, c_{d'}\}$ be the fibre over $a_0$, the numbering on the latter chosen such that $p_B(c_1) = b_1$.

Now, take a closed path $\gamma : [0, 1] \to A$ with $\gamma(0) = \gamma(1) = a_0$. Let $i \in \{1, \ldots, d'\}$, and let $\tilde{\gamma} = L_{c_i}^y(\gamma)$ be the lift of $\gamma$ starting in $c_i$. Assume that $\tilde{\gamma}(1) = c_j$.

Consider now the path $\delta = f \circ \gamma$. It is a closed loop starting in $x_0$. Let $\tilde{\delta} = L_{b_j}^x(\delta)$ be its lift starting in $b_j$, then we have, because of the uniqueness of the lift and the commutativity of the diagram: $\tilde{\delta} = p_B \circ \tilde{\gamma}$, so particularly, as we asserted $p_B(c_i) = b_j$ for all $i$, we have $\tilde{\delta}(1) = b_j$.

So indeed, we have shown $m_{p_{A_i}}(\delta) = (m_g \circ f_{A_i})(\delta)$.

For part b), let $\tilde{\gamma} \in \pi_1(X, x_0)$, $c_{ij} \in (f \circ p_A)^{-1}(x_0)$. Further let $e_{c_{ij}}(\gamma) = c_{kl}$. Then we have $e_{c_{ij}}(\gamma) = p_{A_i}(c_{kl}) = a_k$ and $e_{b_j}^r(\gamma) = p_B(c_{kl}) = b_l$. This completes the proof. \hfill $\Box$

Now, let $f : Y \to X$ and $g : Z \to Y$ be coverings of degrees $d$ and $d'$, respectively (so in particular $Y$ is path-wise connected). It is straightforward to see that $f \circ g$ is a covering of degree $dd'$. Like above, we are interested in a formula for $m_{f \circ g}$ in terms of $m_f$ and $m_g$. Let $x_0 \in X, f^{-1}(x_0) = \{y_1, \ldots, y_d\}$, $g^{-1}(y_i) = \{z_{i1}, \ldots, z_{id'}\}$. The fundamental group of $X$ is denoted by $\Gamma := \pi_1(X, x_0)$, the given monodromy map by $m_f : \Gamma \to S_d$. Fix the notation

$$\Gamma_1 := m_f^{-1}(\text{Stab}(1)) = \{y \in \Gamma : m_f(y)(1) = 1\}.$$ 

So, if we choose $y_1$ as a base point of $Y$ and set $\Gamma' := \pi_1(Y, y_1)$, then we have $f_*(\Gamma') = \Gamma_1$.

Denote, as usual, the monodromy map of the covering $g$ by $m_g : \Gamma' \to S_{d'}$. 
Proposition 2.3. In the situation described above, let \( y_i, i = 1, \ldots, d \), be right coset representatives of \( \Gamma_1 \) in \( \Gamma \), with \( y_1 = 1 \), such that \( e^f_i(y) = y_1 \). So, we have \( \Gamma = \bigcup \Gamma_1 \cdot y_i \).

Then, we have:
\[
    m_f^{sq}(y)(i, j) = (m_f(y)(i), m_g(c_i(y))(j))
\]

Here, we denote \( c_i(y) := (f_i)^{-1}(f_k y_i y_1^{-1}) \), \( k := m_f(y)(i) \).

Proof. Let \( y \in \pi_1(X, x_0), \alpha := L_{\pi_1}^{sq}(y) \), and further let \( \alpha(1) = e^{f^q}_{ij}(y) := z_{ij} \). We have to determine \((i', j')\).

The path \( \beta := L_{y_i}^q(\gamma) \), \( g \circ \alpha \) has endpoint \( \beta(1) = y_{m_f(y)(i)} \). In particular, we have \( i' = m_f(y)(i) \).

Now, let us determine \( j' \). So let \( \beta^v := L_{y_i}^q(\gamma) \) be liftings (for \( v = 1, \ldots, d \)). Remember that by our choice of the numbering of the \( y \), we have \( \beta_v(1) = e_{ij}^q(y) = y_1 \). Using the notation \( k := m_f(y)(i) \), we can write \( \beta = \beta_k^{-1} \beta_i \) with unique \( \tilde{\beta} \in \pi_1(Y, y_1) \). Indeed, we have:
\[
    \tilde{\beta} = \beta_k \beta_i \beta_k^{-1} = L_{y_i}^q(y_{m_f(y)(i)}^{-1}).
\]

W.L.o.g., we have that the lifting \( \gamma_i := L_{y_i}^q(\beta_i) \) has endpoint \( z_{ij} \), as we have chosen \( y_1 = 1 \), and for \( i \neq 1 \) we can renumber the \( z_{i,j} \).

Denote \( \tilde{\alpha} := L_{y_i}^q(\tilde{\beta}) \) and \( l := m_{y_i}(\tilde{\beta}(j)) \), then we have \( \alpha = \tilde{\alpha}_i^{-1} \tilde{\alpha}_i j \), and because of \( \tilde{\alpha}(1) = z_{1,m_{y_i}(\beta(j))} \) we get:
\[
    z_{ij} = e^{f^q}_{ij}(y) = \alpha(1) = (\tilde{\alpha}_i^{-1} \tilde{\alpha}_i j)(1) = z_{kl}
\]

So finally, \( j' = l = m_{y_i}(\tilde{\beta}(j)) = m_{y_i}(\beta_i \beta_k^{-1})(j) = m_{y_i}(c_i(y))(j) \). □

Before we move on, let us state a lemma on normal coverings, which will become handy later on and which the author has learned from Stefan Kühnlein.

Lemma 2.4. Let \( f : X \to Y, f' : X' \to Y \) be coverings and \( g : Y \to Z \) be a normal (so in particular connected) covering, and let \( Z \) be a Hausdorff space. If \( g \circ f \cong g \circ f' \), i.e. there is a homeomorphism \( \varphi : X \to X' \) with \( g \circ f = g \circ f' \circ \varphi \), then there is a deck transformation \( \psi \in \text{Deck}(g) \) such that \( \psi \circ f = f' \circ \varphi \).
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Proof. Choose \( z \in Z, y \in g^{-1}(z), x \in f^{-1}(y) \). If we denote \( x' := \varphi(x), y' := f'(x') \), then by hypothesis \( y' \in g^{-1}(z) \). So by normality of \( g \), there is a deck transformation \( \psi \in \text{Deck}(g) \) such that \( \psi(y) = y' \) (which is even unique). Of course, \( \psi \circ f(x) = f' \circ \varphi(x) \), and we claim now that we have \( \psi \circ f = f' \circ \varphi \) globally.

Consider the set \( A := \{a \in X | \psi \circ f(a) = f' \circ \varphi(a) \} \). Clearly \( A \neq \emptyset \) because \( x \in A \). Also, it is closed in \( X \) because all the spaces are Hausdorff. We want to show now that \( A \) is also open. Because \( X \) is connected, this implies \( A = X \) and finishes the proof.

So let \( a \in A \), and let \( g(f(a)) \in U \subseteq Z \) be an admissible neighbourhood for both \( g \circ f \) and \( g \circ f' \) (and so particularly for \( g \)). Furthermore let \( V \subseteq g^{-1}(U) \) be the connected component containing \( f(a) \), and \( W \subseteq f^{-1}(V) \) the one containing \( a \). Denote \( V' := \psi(V) \), and by \( W' \) denote the connected component of \( f'^{-1}(V') \) containing \( \varphi(a) \). As it is not
clear by hypothesis that \( W' = W'' : = \varphi(W) \), set \( \tilde{W}' : = W' \cap W'' \), which is still an open neighbourhood of \( \varphi(a) \), and adjust the other neighbourhoods in the following way:
\[
\tilde{W} : = \varphi^{-1}(\tilde{W}'), \quad \tilde{V} : = f(\tilde{W}), \quad \tilde{V}' : = f'(\tilde{W}').
\]
Note that we still have \( a \in \tilde{W} \), that all these sets are still open, that \( \tilde{U} : = \tilde{g}(\tilde{V}) = g(\tilde{V}') \), and that the latter is still an admissible neighbourhood for \( g \circ f \) and \( g \circ f' \). By construction, by restricting all the maps to these neighbourhoods we get a commutative pentagon of homeomorphisms, so in particular \( (\psi \circ f)|_{\tilde{W}} = (f' \circ \varphi)|_{\tilde{W}} \), which finishes the proof. □

3. Dessins d’enfants and Belyi’s theorem

Let us now establish the basic theory of dessins d’enfants. First, we give their definition and explain Grothendieck’s equivalence to Belyi pairs, which we can, by GAGA, either see algebraically or analytically. Then, we state Belyi’s famous theorem to establish the action of \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) on dessins and introduce the notions of fields of moduli and fields of definitions of the appearing objects.

We will mainly use the language of schemes in the context of algebraic curves, which seems to be the natural viewpoint here in the eyes of the author. Our notation will stay close by hypothesis that \( W' = W'' : = \varphi(W) \), set \( \tilde{W}' : = W' \cap W'' \), which is still an open neighbourhood of \( \varphi(a) \), and adjust the other neighbourhoods in the following way:

\[
\tilde{W} : = \varphi^{-1}(\tilde{W}'), \quad \tilde{V} : = f(\tilde{W}), \quad \tilde{V}' : = f'(\tilde{W}').
\]

Note that we still have \( a \in \tilde{W} \), that all these sets are still open, that \( \tilde{U} : = \tilde{g}(\tilde{V}) = g(\tilde{V}') \), and that the latter is still an admissible neighbourhood for \( g \circ f \) and \( g \circ f' \). By construction, by restricting all the maps to these neighbourhoods we get a commutative pentagon of homeomorphisms, so in particular \( (\psi \circ f)|_{\tilde{W}} = (f' \circ \varphi)|_{\tilde{W}} \), which finishes the proof. □

3.1. Dessins and Belyi morphisms.

**Definition 3.1.**

a) A dessin d’enfant (or Grothendieck dessin, or children’s drawing) of degree \( d \) is a tuple \((B, W, G, S)\), consisting of:
- A compact oriented connected real 2-dimensional (topological) manifold \( S \),
- two finite disjoint subsets \( B, W \subseteq S \) (called the black and white vertices),
- an embedded graph \( G \subseteq S \) with vertex set \( V(G) = B \cup W \) which is bipartite with respect to that partition of \( V(G) \), such that \( S \setminus G \) is homeomorphic to a finite disjoint union of open discs (called the cells of the dessin, and such that \( |\pi_0(G \setminus (B \cup W))| = d \).
- An isomorphism between two dessins \( D : = (B, W, G, S) \) and \( D' : = (B', W', G', S') \) is an orientation preserving homeomorphism \( f : S \to S' \), such that \( f(B) = B', f(W) = W', \) and \( f(G) = G' \).
- By \( \text{Aut}(D) \) we denote the group of automorphisms of \( D \), i.e. the group of isomorphisms between \( D \) and itself.

So, from a naïve point of view, a dessin is given by drawing several black and white dots on a surface and connecting them in such a manner by edges that the cells which are bounded by these edges are simply connected. The starting point of the theory of dessins d’enfants is that there are astonishingly many ways of giving the data of a dessin up to isomorphism. In the following proposition, we will survey several of these equivalences.

**Proposition 3.2.** Giving a dessin in the above sense up to isomorphism is equivalent to giving each of the following data:

a) A finite topological covering \( \beta : X^* \to \mathbb{P}_\mathbb{C}^1 \setminus \{0, 1, \infty\} \) of degree \( d \) up to equivalence of coverings.

b) A conjugacy class of a subgroup \( G \leq \pi_1(\mathbb{P}_\mathbb{C}^1 \setminus \{0, 1, \infty\}) \) of index \( d \).

c) A pair of permutations \( (p_x, p_y) \in S_d^2 \), such that \( (p_x, p_y) \leq S_d \) is a transitive subgroup, up to simultaneous conjugation in \( S_d \).

d) A non-constant holomorphic map \( \beta : X \to \mathbb{P}_\mathbb{C}^1 \) of degree \( d \), where \( X \) is a compact Riemann surface and \( \beta \) is ramified at most over the set \( \{0, 1, \infty\} \), up to fibre preserving biholomorphic maps.
e) A non-constant morphism $\beta : X \to \mathbb{P}_C^1$ of degree $d$, where $X$ is a nonsingular connected projective curve over $C$ and $\beta$ is ramified at most over the set $\{0, 1, \infty\}$, up to fibre preserving $C$-scheme isomorphisms. Such a morphism is called a Belyi morphism.

**Sketch of a proof.** The crucial point is the equivalence between an isomorphism class of dessins in the sense of the definition, and a conjugacy class of a pair of permutations as in c). It is shown by C. Voisin and J. Malgoire in [VM77], and, in a slight variation, by G. Jones and D. Singerman in [JS§3].

The equivalence of a), b) and c) is a simple consequence of Proposition 2.1, as the fundamental group of $\mathbb{P}_C^1 \backslash \{0, 1, \infty\}$ is free in two generators $x$ and $y$ and the two permutations $p_x$ and $p_y$ describe their images under the monodromy map.

The equivalence between a) and d) is well-known in the theory of Riemann surfaces: The complex structure on $\mathbb{P}_C^1$ is unique, and every topological covering gives rise to a unique holomorphic covering (compactness coming from metric completion).

Finally, the equivalence between d) and e) follows from the well-known GAGA principle first stated in [Ser58]. □

Let us illustrate these equivalences a little more: First, note that reconstructing a dessin in the sense of Definition 3.1 from d) can be understood in the following explicit way: As $S$, we take of course the Riemann surface $X$, as $B$ and $W$ we take the preimages of 0 and 1, respectively, and for the edges of $G$ we take the preimages of the open interval $(0, 1) \subset \mathbb{P}_C^1$. Then, $S \setminus G$ is the preimage of the set $\mathbb{P}_C^1 \backslash \{0, 1\}$, which is open and simply connected. So the connected components of $S \setminus G$ are open and simply connected proper subsets of a compact surface and thus homeomorphic to an open disc.

Second, this indicates how to get from a dessin to the monodromy of the corresponding covering: As generators of $\pi_1(\mathbb{P}_C^1 \backslash \{0, 1, \infty\})$, we fix simple closed curves around 0 and 1 with winding number 1 (say, starting in $\frac{1}{2}$), and call them $x$ and $y$, respectively. Choose a numbering of the edges of the dessin. Then, $p_x$ consists of the cycles given by listing the edges going out of each black vertex in counter-clockwise direction, and we get $p_y$ in the same manner from the white vertices.

Before we continue, we will state an easy consequence of Proposition 3.2.

**Corollary 3.3.** For any $d \in \mathbb{N}$, there are only finitely many dessins d’enfants of degree $d$ up to equivalence.

**Proof.** By Proposition 3.2, a dessin can be characterised by a pair of permutations $(p_x, p_y) \in (S_d)^2$. So, $(d!)^2$ is an upper bound for the number of isomorphism classes of dessins of degree $d$. □

Next, we will establish the notion of a weak isomorphism between dessins.

**Definition 3.4.** We call two Belyi morphisms $\beta : X \to \mathbb{P}_C^1$ and $\beta' : X' \to \mathbb{P}_C^1$ weakly isomorphic if there are biholomorphic $\varphi : X \to X'$ and $\psi : \mathbb{P}_C^1 \to \mathbb{P}_C^1$ such that the following square commutes:

$$
\begin{array}{ccc}
X & \xrightarrow{\varphi} & X' \\
\beta \downarrow & & \downarrow \beta' \\
\mathbb{P}_C^1 & \xrightarrow{\varphi} & \mathbb{P}_C^1
\end{array}
$$

Note that in the above definition, if $\beta$ and $\beta'$ are ramified exactly over $\{0, 1, \infty\}$, then $\psi$ has to be a Möbius transformation fixing this set. This subgroup $W \leq \text{Aut}(\mathbb{P}_C^1)$ is clearly
isomorphic to $S_3$ and generated by

$$s : z \mapsto 1 - z \quad \text{and} \quad t : z \mapsto z^{-1}.$$  

In the case of two branch points, $\psi$ can of course still be taken from that group. So for a dessin $\beta$, we get up to isomorphism all weakly isomorphic dessins by postcomposing with all elements of $W$. Let us reformulate this on a more abstract level:

**Definition and Remark 3.5.**

a) The group $W$ acts on the set of dessins from the left by $w \cdot \beta := w \circ \beta$. The orbits under that action are precisely the weak isomorphism classes of dessins.

b) For a dessin $\beta$ we call (by slight abuse of the above definition) $W_\beta := \text{Stab}(\beta)$, its stabiliser in $W$, the group of nontrivial weak automorphisms.

c) If a dessin $\beta$ is given by a pair of permutation $(p_x, p_y)$, then its images under the action of $W$ are described by the following table (where $p_z := p_x^{-1}p_y^{-1}$):

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$s \cdot \beta$</th>
<th>$t \cdot \beta$</th>
<th>$(s \circ t) \cdot \beta$</th>
<th>$(t \circ s) \cdot \beta$</th>
<th>$(t \circ s \circ t) \cdot \beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(p_x, p_y)$</td>
<td>$(p_y, p_x)$</td>
<td>$(p_x, p_y)$</td>
<td>$(p_y, p_x)$</td>
<td>$(p_x, p_x)$</td>
<td>$(p_x, p_x)$</td>
</tr>
</tbody>
</table>

**Proof.** Part a) was already discussed above. Proving c) amounts to checking what $s$ and $t$ do, and then composing and using \cite{Sjo04} for example. The calculation has been done in \cite{Sjo04}, p. 2.5.

Let us now explain the common notions of **pre-clean** and **clean** dessins and introduce a term for particularly un-clean ones:

**Definition and Remark 3.6.** Let $\beta$ be a dessin defined by a pair of permutations $(p_x, p_y)$.

a) $\beta$ is called **pre-clean** if $p_y^2 = 1$, i.e. if all white vertices are either of valence 1 or 2.

b) $\beta$ is called **clean** if all preimages of 1 are ramification points of order precisely 2, i.e. if all white vertices are of valence 2.

c) If $\beta : X \rightarrow \mathbb{P}^1_C$ is a Belyi morphism of degree $d$, then if we define $a(z) := 4z(1 - z) \in \mathbb{Q}[z]$ we find that $a \circ \beta$ is a clean dessin of degree $2d$.

d) We will call $\beta$ **filthy** if it is not weakly isomorphic to a pre-clean dessin, i.e. $1 \notin \{p_x^2, p_y^2, p_z^2\}$.

Another common class of dessins consists of the unicellular ones. We briefly discuss them here.

**Definition and Remark 3.7.**

a) A dessin d’enfant $D$ is said to be **unicellular** if it consists of exactly one open cell.

b) If $D$ is represented by a pair of permutations $(p_x, p_y)$, it is unicellular iff $p_z = p_x^{-1}p_y^{-1}$ consists of exactly one cycle.

c) If $D$ is represented by a Belyi morphism $\beta : X \rightarrow \mathbb{P}^1_C$, it is unicellular iff $\beta$ has exactly one pole.

d) If $D$ is a dessin in genus 0, it is unicellular iff its graph is a tree.

3.2. **Fields of definition, moduli fields and Belyi’s theorem.** Let us recall the notions of fields of definition and moduli fields of schemes, varieties and morphisms. Following the threat in the beginning of this section and the presentation of this material in \cite{Koc08}, we will use the language of schemes.

By Spec, denote the usual spectrum functor from commutative rings to affine schemes. Fix a field $K$. Remember that a $K$-scheme is a pair $(S, p)$, where $S$ is a scheme and $p : S \rightarrow \text{Spec}(K)$ a morphism. $(S, p)$ is called $K$-variety if $S$ is reduced and $p$ is a separated morphism of finite type. A morphism between $K$-schemes is a scheme morphism forming a commutative triangle with the structure morphisms. Denote the such obtained categories by Sch$/K$ and Var$/K$, respectively.
Keep in mind that $p$ is part of the data of a $K$-scheme $(S,p)$, and that changing it gives a different $K$-scheme even though the abstract scheme $S$ stays the same. This allows us to define an action of $\text{Aut}(K)$ on $\text{Sch}/K$.

**Definition and Remark 3.8.** Let $(S,p)$ be a $K$-scheme, and $\sigma \in \text{Aut}(K)$.

a) Define $(S,p)^\sigma := (S,\text{Spec}(\sigma) \circ p)$.

b) Mapping $(S,p) \mapsto (S,p)^\sigma$ defines a right action of $\text{Aut}(K)$ on $\text{Sch}/K$. This restricts to an action on $\text{Var}/K$.

We are now able to define the terms field of definition and moduli field.

**Definition 3.9.**

a) A subfield $k \subseteq K$ is called a field of definition of a $K$-scheme $(K$-variety) $(S,p)$ if there is a $k$-scheme $(k$-variety) $(S',p')$ such that there is a Cartesian diagram

$$
\begin{array}{ccc}
S & \longrightarrow & S' \\
\downarrow \rho & & \downarrow \rho' \\
\text{Spec}(K) & \longrightarrow & \text{Spec}(k)
\end{array}
$$

where $\iota : k \rightarrow K$ is the inclusion. Alternatively, $(S,p)$ is said to be defined over $k$ then.

b) For a $K$-scheme $(S,p)$, define the following subgroup $U(S,p) \leq \text{Aut}(K)$:

$$
U(S,p) := \{ \sigma \in \text{Aut}(K) \mid (S,p)^\sigma \cong (S,p) \}
$$

The moduli field of $(S,p)$ is then defined to be the fixed field under that group:

$$
M(S,p) := K^{U(S,p)}
$$

We will also need to understand the action of $\text{Aut}(K)$ on morphisms. We will start the bad habit of omitting the structure morphisms here, which the reader should amend mentally.

**Definition 3.10.** Let $\beta : S \rightarrow T$ be a $K$-morphism (i.e. a morphism of $K$-schemes) and $\sigma \in \text{Aut}(K)$.

a) The scheme morphism $\beta$ is of course also a morphism between the $K$-schemes $S^\sigma$ and $T^\sigma$. We denote this $K$-morphism by $\beta^\sigma : S^\sigma \rightarrow T^\sigma$.

b) Let $\beta' : S' \rightarrow T'$ be another $K$-morphism. Then we write $\beta \cong \beta'$ if there are $K$-isomorphisms $\varphi : S \rightarrow S'$ and $\psi : T \rightarrow T'$ such that $\psi \circ \beta = \beta' \circ \varphi$. Specifically, we have $\beta \cong \beta^\sigma$ iff there are $K$-morphisms $\varphi,\psi$ such that the following diagram (where we write down at least some structure morphisms) commutes:

$$
\begin{array}{ccc}
S^\sigma & \longrightarrow & S \\
\downarrow \beta^\sigma & & \downarrow \beta \\
T^\sigma & \longrightarrow & T \\
\downarrow \rho & & \downarrow \rho \\
\text{Spec}(K) & \longrightarrow & \text{Spec}(K)
\end{array}
$$

Let us now define the field of definition and the moduli field of a morphism in the same manner as above. For an inclusion $\iota : k \rightarrow K$ denote the corresponding base change functor by $\cdot \times_{\text{Spec}(k)} \text{Spec}(K)$. 

Definition 3.11. a) A morphism $\beta : S \to T$ of $K$-schemes (or $K$-varieties, respectively) is said to be defined over a field $k \subseteq K$ if there is a morphism $\beta' : S' \to T'$ of $k$-schemes ($k$-varieties) such that $\beta = \beta' \times_{\text{Spec}(k)} \text{Spec}(K)$.

b) For a morphism $\beta : S \to T$ of $K$-schemes, define the following subgroup $U(\beta) \leq \text{Aut}(K)$:

$$U(\beta) := \{ \sigma \in \text{Aut}(K) \mid \beta^\sigma \cong \beta \}$$

The moduli field of $\beta$ is then defined to be the fixed field under this group:

$$M(\beta) := K^{U(\beta)}$$

If, now, $\beta : X \to \mathbb{P}^1_C$ is a Belyi morphism, the above notation gives already a version for a moduli field of $\beta$. But this is not the one we usually want, so we formulate a different version here:

Definition 3.12. Let $\beta : X \to \mathbb{P}^1_C$ be a Belyi morphism, and let $U_\beta \leq \text{Aut}(C)$ be the subgroup of field automorphisms $\sigma$ such that there exists a $C$-isomorphism $f_\sigma : X^\sigma \to X$ such that the following diagram commutes:

$$\begin{array}{ccc}
X^\sigma & \xrightarrow{f_\sigma} & X \\
\downarrow{\beta^\sigma} & & \downarrow{\beta} \\
(\mathbb{P}^1_C)^\sigma & \xrightarrow{\text{Proj}(\sigma)} & \mathbb{P}^1_C
\end{array}$$

where $\text{Proj}(\sigma)$ shall denote the scheme (not $C$-scheme!) automorphism of $\mathbb{P}^1_C = \text{Proj}(C[X_0, X_1])$ associated to the ring (not $C$-algebraic) automorphism of $C[X_0, X_1]$ which extends $\sigma \in \text{Aut}(C)$ by acting trivially on $X_0$ and $X_1$.

Then, we call the fixed field $M_\beta := C^{U_\beta}$ the moduli field of the dessin corresponding to $\beta$.

The difference to Definition 3.11 b) is that there, we allow composing $\text{Proj}(\sigma)$ with automorphisms of $\mathbb{P}^1_C$, potentially making the subgroup of $\text{Aut}(C)$ bigger and therefore the moduli field smaller. Let us make that precise, and add some more facts about all these fields, by citing [Wolo, Proposition 6]:

Proposition 3.13. Let $K$ be a field, and $\beta : S \to T$ a morphism of $K$-schemes, or of $K$-varieties. Then:

a) $M(S)$ and $M(\beta)$ depend only on the $K$-isomorphism type of $S$ resp. $\beta$.
b) If furthermore $\beta$ is a Belyi morphism, then the same goes for $M_\beta$.
c) Every field of definition of $S$ (resp. $\beta$) contains $M(S)$ (resp. $M(\beta)$).
d) We have $M(S) \subseteq M(\beta)$.
e) If $\beta$ is a Belyi morphism, then we also have $M(\beta) \subseteq M_\beta$.
f) In this case $M_\beta$ (and therefore also $M(S)$ and $M(\beta)$) is a number field, i.e. a finite extension of $Q$.

Proof. Parts a) to e) are direct consequences of the above definitions, and for f) we note that surely if $\sigma \in \text{Aut}(C)$ then $\deg(\beta) = \deg(\beta^\sigma)$. So by Corollary 5.3, we have $|\text{Aut}(C) : U_\beta| = |\beta : \text{Aut}(C)| < \infty$ and so $|M_\beta : Q| < \infty$. \square

We can now state Belyi’s famous theorem:

Theorem 1 (V. G. Belyi). Let $C$ be a smooth projective complex curve. $C$ is definable over a number field if and only if it admits a Belyi morphism $\beta : C \to \mathbb{P}^1_C$.

In our scope, the gap between Proposition 5.13 f) and the “if” part (traditionally called the “obvious” part) of the theorem can be elegantly filled by the following theorem that can be found in [HHo]:
**Theorem 2** (H. Hammer, F. Herrlich). Let $K$ be a field, and $X$ be a curve over $K$. Then $X$ can be defined over a finite extension of $M(X)$.

The "only if" (traditionally called "trivial") part of the theorem is a surprisingly explicit calculation of which several variations are known. The reader may refer to Section 3.1 of [G12].

3.3. **The action of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ on dessins.** Given a Belyi morphism $\beta : X \to \mathbb{P}_c^1$ and an automorphism $\sigma \in \text{Aut}(\mathbb{C})$, in fact $\beta^\sigma : X^\sigma \to \mathbb{P}_c^1$ is again a Belyi morphism, as the number of branch points is an intrinsic property of the underlying scheme morphism $\beta$ that is not changed by changing the structure morphisms. So, $\text{Aut}(\mathbb{C})$ acts on the set of Belyi morphisms, and so, due to Proposition 4.3 on the set of dessins d’enfants. By Belyi’s theorem, this action factors through $\text{Gal}(\mathbb{Q}_/\mathbb{Q})$. It turns out that this action is faithful.

Let us state this well known result in the following

**Theorem 3.** For every $g \in \mathbb{N}$, the action of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ on the set of dessins d’enfants of genus $g$ is faithful. This still holds for every $g$ if we restrict to the clean, unicellular dessins in genus $g$.

In genus 1, this can be seen easily as the action defined above is compatible with the $j$-invariant, i.e. we have $\sigma(j(E)) = j(E^\sigma)$ for an elliptic curve $E$. It was noted by F. Armknecht in [Arm] that this argument generalises to higher genera, by even restricting to hyperelliptic curves only.

The standard proof for genus 0 can be found in [Scho], where it is attributed to H. W. Lenstra, Jr. The result there even stronger than the claim here, as it establishes the faithfulness of the action even on trees.

The fact that the faithfulness does not break when restricting to unicellular and clean dessins can be proven easily by carefully going through the proof of the "trivial" part of Belyi’s theorem—see [Nis11] for details.

4. **Origamis and their Teichmüller curves**

4.1. **Origamis as coverings.** Here, we will exhibit the definition of an Origami first in the spirit of the previous section and then in the scope of translation surfaces. We will then present a short survey of the theory of translation surfaces and Teichmüller curves, and finally speak about arithmetic aspects of all these objects.

The term "Origami" was coined by P. Lochak—see [Loc] and be aware that it is used in a slightly different meaning there.

The standard intuition for constructing an Origami of degree $d \in \mathbb{N}$ is the following: Take $d$ copies of the unit square $[0, 1] \times [0, 1]$ and glue upper edges to lower edges and left to right edges, respecting the orientation, until there are no free edges left, in a way that we do not end up with more than one connected component. In this way, we get a compact topological surface $X$ together with a tiling into $d$ squares (hence the other common name for Origamis: *square tiled surfaces*).

Such a tiling naturally defines a (ramified) covering $p : X \to E$ of the unique Origami of degree 1, which we call $E$, i.e. a compact surface of genus 1, by sending each square of $X$ to the unique square of $E$. $p$ is ramified over one point, namely the image under glueing of the vertices of the square.

To be more exact, fix $E := \mathbb{C} / \mathbb{Z}^2$ (this defines a complex structure on $E$), then $p$ is ramified (at most) over $0 + \mathbb{Z}^2$. Denote this point by $\infty$ for the rest of this work, and furthermore $E^* := E \setminus \{\infty\}$, $X^* := X \setminus p^{-1}(E^*)$. Note that $p : X^* \to E^*$ is an unramified covering of degree $d$, and the fundamental group of $E^*$ is free in two generators, so one should expect analogies to the world of dessins. Let us write down a proper definition:
Definition 4.1.  a) An Origami $O$ of degree $d$ is an unramified covering $O := (p: X^* \to E^*)$ of degree $d$, where $X^*$ is a (noncompact) topological surface.

b) If $O' = (p': X'^* \to E')$ is another Origami, then we say that $O$ is equivalent to $O'$ (which we denote by $O \cong O'$), if the defining coverings are isomorphic, i.e. if there is a homeomorphism $\varphi : X'^* \to X^*$ such that $p' = p \circ \varphi$.

c) $O = (p: X^* \to E^*)$ is called normal if $p$ is a normal covering.

Like in the case of dessins, this is not the only possible way to define an Origami. We list several others here:

Proposition 4.2. Giving an Origami in the above sense up to equivalence is equivalent to giving each of the following data:

a) A conjugacy class of a subgroup $G \leq \pi_1(E^*) \cong F_2$ of index $d$.

b) A pair of permutations $(p_A, p_B) \in S_d^2$, such that $\langle p_A, p_B \rangle S_d$ is a transitive subgroup, up to simultaneous conjugation in $S_d$.

c) A non-constant holomorphic map $p : X \to E$ of degree $d$, where $X$ is a compact Riemann surface and $p$ is ramified at most over the set $\{\infty\}$, up to fibre preserving biholomorphic maps.

d) A non-constant morphism $p : X \to E$ of degree $d$, where $X$ is a nonsingular connected projective curve over $\mathbb{C}$ and $p$ is ramified at most over the set $\{\infty\}$, up to fibre preserving isomorphisms.

The proof is completely analogous to the one of Proposition 1.2. See [Kre14, Proposition 1.2] for details.

4.2. Origamis and translation surfaces. As we want to study Origamis as translation surfaces, let us briefly recall their theory.

Definition 4.3. Let $X$ be a Riemann surface, and let $X$ be its complex structure.

a) A translation structure $\mu$ on $X$ is an atlas compatible with $X$ (as real analytic atlases, i.e. their union is an atlas of a real analytic surface), such that for any two charts $f, g \in \mu$, the transition map is locally a translation, i.e. a map

$$\varphi_{f,g} : U \subseteq \mathbb{C} \to U' \subseteq \mathbb{C}, \quad x \mapsto x + t_{f,g}$$

for some $t_{f,g} \in \mathbb{C}$. We call the pair $X_\mu := (X, \mu)$ a translation surface.

b) A biholomorphic map $f : X_\mu \to Y_\nu$ between translation surfaces is called a translation, or an isomorphism of translation surfaces, if it is locally (i.e. on the level of charts) a translation. $X_\mu$ and $Y_\nu$ are then called isomorphic (as translation surfaces). If in this case $X = Y$, we say that the translation structures $\mu$ and $\nu$ are equivalent.

c) If $\mu$ is a translation structure on $X$, and $A \in SL_2(\mathbb{R})$, then we define the translation structure

$$A \cdot \mu := \{A \cdot f \mid f \in \mu\}$$

where $A$ shall act on $\mathbb{C}$ by identifying it with $\mathbb{R}^2$ as usual. Therefore, we get a left action of $SL_2(\mathbb{R})$ on the set of translation structures on $X$.

Keep in mind that a translation structure $\mu$ on $X$, seen as a complex structure, is usually not equivalent to $X$!

Let us go on by defining affine diffeomorphisms and the notion of the Veech group of a translation surface:

Definition and Remark 4.4. Let $X_\mu$, $Y_\nu$ be translation surfaces.
a) An affine diffeomorphism \( f : X_\mu \to Y_\nu \) is an orientation preserving diffeomorphism such that locally (i.e. when going down into the charts) it is a map of the form
\[
x \mapsto A \cdot x + t, \quad A \in \text{GL}_2(\mathbb{R}), \quad t \in \mathbb{C}.
\]
We call \( X_\mu \) and \( Y_\nu \) affinely equivalent if there is such an affine diffeomorphism.
b) The matrix \( A \in \text{Aff}(\mathbb{R}) \) in a) actually is a global datum of \( f \), i.e. it is the same for every chart. We write \( \text{der}(f) := A_f \).
c) An affine diffeomorphism \( f \) is a translation iff \( A_f = I \).
d) If \( g : Y_\nu \to Z_\xi \) is another affine diffeomorphism, then \( \text{der}(g \circ f) = \text{der}(g) \cdot \text{der}(f) \), i.e. \( \text{der} : \text{Aff}(\mathbb{R}) \to \text{GL}_2(\mathbb{R}) \) is a group homomorphism.
e) We denote the group of all affine orientation preserving diffeomorphisms from \( X_\mu \) to itself by \( \text{Aff}^+(\mathbb{R}) \).
f) \( \text{Trans}(X_\mu) := \ker(\text{der}) \) is called the group of translations of \( X_\mu \).
g) \( \Gamma(X_\mu) := \text{im}(\text{der}) \) is called the Veech group of \( X_\mu \). Its image under the projection map \( \text{GL}_2(\mathbb{R}) \to \text{PGL}_2(\mathbb{R}) \) is called the projective Veech group of \( X_\mu \). We denote it by \( \text{PGL}(X_\mu) \).
h) If \( A \in \text{SL}_2(\mathbb{R}) \), then we have \( A \in \Gamma(X_\mu) \Leftrightarrow X_\mu \equiv X_{A^*_\mu} \) as translation surfaces.

For a discussion of this, see [Scho, Section 1.3].

Note that if \( (X_\mu) \) has finite volume, every affine diffeomorphism has to preserve the volume, and as we require affine affine diffeomorphisms also to preserve the orientation, this yields \( \Gamma(X_\mu) \subseteq \text{SL}_2(\mathbb{R}) \).

Our model genus 1 surface \( E = \mathbb{C}/\mathbb{Z}^2 \) carries a natural translation structure \( \mu_0 \), as \( \mathbb{Z}^2 \) acts on \( \mathbb{C} \) by translations. It is quite easy to see that the Veech group \( \Gamma(E_{\mu_0}) \) is the modular group \( \text{SL}_2(\mathbb{Z}) \): Denote by \( \pi : \mathbb{C} \to E \) the projection, then every affine diffeomorphism on \( E \) lifts to a globally affine transformation on \( \mathbb{C} \) via \( \pi \). On the other hand, a matrix \( A \in \text{SL}_2(\mathbb{R}) \) induces an affine diffeomorphism on \( E \) if and only if it respects the lattice \( \mathbb{Z}^2 \), i.e. iff \( A \in \text{SL}_2(\mathbb{Z}) \). Analogously, for \( B \in \text{SL}_2(\mathbb{R}) \), the veech group of \( C/(B \cdot \mathbb{Z}^2) \) (with a translation structure \( \mu_B \) obtained in the same way as above) is \( B \text{SL}_2(\mathbb{Z})B^{-1} \). Also, we have \( \Gamma(E_{B \cdot \mu_0}) = B \text{SL}_2(\mathbb{Z})B^{-1} \).

Let us fix our favourite generators for \( \text{SL}_2(\mathbb{Z}) \):
\[
S := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad T := \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}.
\]

Given a translation surface \( X_\mu \) and a topological covering \( f : Y \to X \), we obtain a translation structure \( f^* \mu \) on \( Y \) by precomposing small enough charts from \( \mu \) by \( f \). The map \( p : Y_{f \mu} \to X_\mu \) is then usually called translation covering. In this way, let us define the Veech group of an Origami:

**Definition 4.5.** Let \( O = (p : X^* \to E^*) \) be an Origami. Then we call
\[
\Gamma(O) := \Gamma(X^*, p^* \mu_0)
\]
the Veech group of \( O \).

Let us list some fundamental properties:

**Proposition 4.6.** If \( O = (p : X^* \to E^*) \) is an Origami, and \( \Gamma := \Gamma(O) \) its Veech group, then we have:

a) \( \Gamma \leq \text{SL}_2(\mathbb{Z}) \).
b) \( \Gamma(X^*, B \cdot p^* \mu_0) = B \Gamma B^{-1} \) for every \( B \in \text{SL}_2(\mathbb{R}) \).
c) The isomorphism classes of Origamis that are affinely equivalent to \( O \) are in bijection with the left cosets of \( \Gamma \) in \( \text{SL}_2(\mathbb{Z}) \).
d) \( |\text{SL}_2(\mathbb{Z}) : \Gamma| < \infty \).
Proofs can be found in [Schm]: a) and b) can be found in Section 3.3 there; c) is elementary if we use Schmithüsen’s Proposition 3.3 which states that any affine diffeomorphism \( X^* \to X'' \) descends to an affine diffeomorphism \( E' \to E'' \). Her Corollary 3.6 provides a proof for d). Though, part d) can be proven in a more elementary way, by noting that the \( \text{SL}_2(\mathbb{Z}) \) action on Origamis appearing later in this work, we use a rather different characterisation of Veech groups of Origamis found by G. Weitze-Schmithüsen in [Schm]. Remember \( \pi_1(E') \cong F_2 \) and consider the group homomorphism \( \varphi: \text{Aut}(\pi_1(E')) \to \text{Out}(\pi_1(E')) \cong \text{GL}_2(\mathbb{Z}) \). Via the latter isomorphism, we define \( \text{Out}^+(\pi_1(E')) := \text{SL}_2(\mathbb{Z}) \) and \( \text{Aut}^+(\pi_1(E')) := \varphi^{-1}(\text{Out}^+(\pi_1(E'))) \). Their elements are called “orientation preserving” (outer) automorphisms.

**Theorem 4** (G. Schmithüsen). Let \( O := (p: X^* \to E^*) \) be an Origami. Then we have:

a) \( \Gamma(O) = \varphi(\text{Stab}(p, \pi_1(X^*))) \).

b) If \( f \in \text{Aut}^+(\pi_1(E')) \), \( \varphi(f) = A \in \text{SL}_2(\mathbb{Z}) \), and the monodromy of \( O \) is given by \( m_p \), then the monodromy of \( A \cdot O \) is given by \( m_p \circ f \).

The first part is Theorem 1 in said work, the second is the isomorphism \( \beta \) from Proposition 3.5 there.

### 4.3. Moduli and Teichmüller spaces of curves

We begin by giving a somewhat rough definition of different versions of the (coarse) moduli space of compact Riemann surfaces. A very detailed reference on this subject is provided in [HM08].

**Definition 4.7.**

a) Define the coarse moduli space of Riemann surfaces of genus \( g \) with \( n \) distinguished marked points as

\[
M_{g,n} := \{ (X, p_1, \ldots, p_n) \mid X \text{ compact R. s. of genus } g, p_i \in X, p_i \neq p_j \text{ for } i \neq j \} / \sim
\]

where \( (X, p_1, \ldots, p_n) \sim (Y, q_1, \ldots, q_n) \) if there is a biholomorphic map \( \varphi: X \to Y \) with \( \varphi(p_i) = q_i \), \( i = 1, \ldots, n \).

b) Define the coarse moduli space of Riemann surfaces of genus \( g \) with \( n \) non-distinguished marked points as

\[
M_{g,[n]} := \{ (X, p_1, \ldots, p_n) \mid X \text{ compact R. s. of genus } g, p_i \in X, p_i \neq p_j \text{ for } i \neq j \} / \sim
\]

where \( (X, p_1, \ldots, p_n) \sim (Y, q_1, \ldots, q_n) \) if there is a biholomorphic function \( \varphi: X \to Y \) and a permutation \( \pi \in S_n \), such that \( \varphi(p_i) = q_{\pi(i)} \), \( i = 1, \ldots, n \).

c) Finally, define the coarse moduli space of Riemann surfaces of genus \( g \) as

\[
M_g := M_{g,0} = M_{g,[0]}.
\]

In fact, \( M_{g,n} \) and \( M_{g,[n]} \), which we defined just as sets, can be turned into complex quasi-projective varieties, or complex analytic spaces, of dimension \( 3g - 3 + n \) (whenever this expression is positive—we have \( \dim(M_{1,0}) = 1 \), and \( \dim(M_{0,n}) = 0 \) for \( n \leq 3 \)). There are natural projections

\[
M_{g,n} \to M_{g,[n]} \to M_g
\]

by forgetting the order of the marked points, and totally forgetting the marked points. All these versions also exist as schemes, which are all defined over \( \mathbb{Z} \).

The usual analytical approach to understanding moduli spaces is Teichmüller theory. Let us recall the basic facts. We begin by giving the definition of Teichmüller spaces:

**Definition and Remark 4.8.** Let \( S \) be a fixed compact Riemann surface of genus \( g \) with \( n \) marked points. (Let us write shortly that \( S \) is of type \( (g,n) \).)
a) If \( X \) is another surface of this type, a \textit{marking} on \( X \) is an orientation preserving diffeomorphism \( \varphi: S \rightarrow X \) which respects the marked points.

b) We define the \textit{Teichmüller space} of the surface \( S \) as

\[
\mathcal{T}(S) := \{(X, \varphi) \mid X \text{ R.s. of type } (g,n), \varphi: S \rightarrow X \text{ a marking}\},
\]

where \((X, \varphi) \sim (Y, \psi)\) if \( \psi \circ \varphi^{-1}: X \rightarrow Y \) is homotopic to a biholomorphism respecting the marked points (where, of course, the homotopy shall fix the marked points).

c) If \( S' \) is another surface of type \((g,n)\), then any choice of a marking on \( \varphi: S \rightarrow S' \) yields a bijection \( \mathcal{T}(S') \leftrightarrow \mathcal{T}(S) \) by precomposing all markings with \( \varphi \), which gives us the right to just write \( \mathcal{T}_{g,n} \).

In the same manner as above, there exist also versions with non-ordered and without marked points, denoted by \( \mathcal{T}_{g,[n]} \) and \( \mathcal{T}_g \), respectively. It turns out that \( \mathcal{T}_{g,n} \) is a complex manifold of dimension \( 3g - 3 + n \) whenever this expression is positive. Actually, it is isomorphic to a unit ball of that dimension. The group of orientation preserving diffeomorphisms of \( S \), denoted by \( \text{Diffeo}^+(S) \), acts on \( \mathcal{T}(S) \) from the left by composition with the marking. It is clear that this action factors through the \textit{mapping class group} \( \Sigma(S) \), and that its orbits are precisely the isomorphism types of Riemann surfaces of type \((g,n)\), so that we have

\[
\mathcal{T}(S)/\Sigma(S) \cong \mathcal{M}_{g,n}.
\]

It is also true but far less obvious that \( \Sigma(S) \) acts properly discontinuous and with finite stabilisers, and that the above equation holds in the category of complex spaces.

Analogous statements hold for surfaces with \( n \) non-ordered marked points. Note that compact surfaces of genus \( g \) with finitely many points removed can be compactified uniquely and is thus naturally an element of \( \mathcal{M}_{g,[n]} \).

4.4. \textit{Teichmüller discs and Teichmüller curves}. Let \( X \) be a compact Riemann surface of genus \( g \) with \( n \) punctures, endowed with a translation structure. For \( B \in \text{SL}_2(\mathbb{R}) \), denote by \( X_B \) the Riemann surface that we get by endowing \( X \) with the complex structure induced by \( B \cdot \mu \). Then the identity map \( \text{id}: X = X_\text{id} \rightarrow X_{\text{id}} \) is a marking in the sense of Definition and Remark 4.3a. Note that this map is in general \textit{not} holomorphic! So we get a map

\[
\theta: \text{SL}_2(\mathbb{R}) \rightarrow \mathcal{T}_{g,[n]}, \quad B \mapsto [(X_B, \text{id}: X_\text{id} \rightarrow X_B)].
\]

Since for \( B \in \text{SL}_2(\mathbb{R}) \) we have that \( z \mapsto B \cdot z \) is biholomorphic iff \( B \in \text{SO}(2) \) it is easy to see that \( \theta \) factors through \( \text{SO}(2) \backslash \text{SL}_2(\mathbb{R}) \cong \mathbb{H} \). (Fix the latter bijection as \( m: \text{SO}(2) \backslash \text{SL}_2(\mathbb{R}) \rightarrow \mathbb{H}, [A] \mapsto -A^{-1}(i) \). The reason for this choice become clear in a bit.) The factor map

\[
\overline{\theta}: \mathbb{H} \rightarrow \mathcal{T}_{g,[n]}
\]

is injective. It is in fact biholomorphic, and furthermore an isometry with respect to the standard hyperbolic metric on \( \mathbb{H} \) and the Teichmüller metric on \( \mathcal{T}_{g,[n]} \) as defined, for example, in [Hubo6, p. 6.4]. See [Nag88, 2.6.5 and 2.6.6] for details. This leads to the following

\textbf{Definition 4.9.} Let \( X_\mu := (X, \mu) \) be a translation surface of type \((g,[n])\). Then, the \textit{isometric image}

\[
\Delta_{X_\mu} := \overline{\theta}(\mathbb{H}) \subseteq \mathcal{T}_{g,[n]}
\]

is called the \textit{Teichmüller disc} associated with \( X_\mu \).

The image of a Teichmüller disc \( \Delta_{X_\mu} \) under the projection map into moduli space is, in general, not be an algebraic subvariety. If the Veech group of the translation surface \( X_\mu \) is a lattice in \( \text{SL}_2(\mathbb{R}) \), i.e. if \( \text{vol}(\mathbb{H}/\Gamma(X_\mu)) < \infty \), then in fact the image of \( \Delta_{X_\mu} \) in the moduli space is an algebraic curve, as stated in the following theorem. It is usually attributed to John Smillie, but cited from [McMo3].
Theorem 5 (J. Smillie). Let $X_\mu$ be a translation surface of type $(g, [n])$, and $\Delta_{X_\mu}$ its Teichmüller disc. Furthermore let $p : T_{g, [n]} \to M_{g, [n]}$ be the projection. Then we have:

a) $p(\Delta_{X_\mu}) \subseteq M_{g, [n]}$ is an algebraic curve iff $\Gamma(X_\mu)$ is a lattice. It is then called the Teichmüller curve associated to $X_\mu$.

b) In this case, the following diagram is commutative if we define $R := \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}$:

$$
\begin{array}{ccc}
\mathbb{H} & \overset{\overline{\theta}}{\longrightarrow} & \Delta_{X_\mu} \\
\downarrow \text{p} & & \downarrow p
\end{array} \\
\begin{array}{ccc}
\mathbb{H} / R \Gamma(X_\mu) & \overset{\overline{\theta}}{\longrightarrow} & M_{g, [n]} \\
\downarrow \text{p} & & \downarrow p
\end{array}
$$

Furthermore, the map $j$ is the normalisation map for the algebraic curve $p(\Delta_{X_\mu})$.

A complete proof of this theorem as it is stated here can be found in [HS07b, p. 2.4] or [Loc05, Proposition 3.2].

We have learned in [4.4] that Veech groups of Origamis have finite index in $SL_2(\mathbb{Z})$, so in particular they are lattices. We get:

Corollary 4.10. Let $O = (f : X^* \to E^*)$ be an Origami, where $X^*$ is of type $(g, [n])$. Then, $C(O) := p(\Delta_{X_{\mu}^*}) \subseteq M_{g, [n]}$ is an algebraic curve which we call the Origami curve defined by $O$.

An Origami curve does not determine a unique Origami in general. In fact, we have:

Proposition 4.11. Let $O, O'$ be Origamis. Then we have $C(O) = C(O')$ iff $O$ and $O'$ are affinely equivalent.

A proof can be found in [HS07a, Proposition 5 b)].

4.5. Strebel directions and cylinder decompositions. We will not give any proofs here, for details see for example Sections 3.2 and 3.3 in [Kre05] and Section 4 in [HS07b].

Note that translations on $\mathbb{R}^2$ are isometries with respect to the standard Euclidean metric, so that on a translation surface $X$, we get a global metric by glueing together the local Euclidean metrics from the charts. It is called the flat metric on $X$. A geodesic path $\gamma$ w.r.t. this metric is locally a straight line, i.e. it is locally of the form $t \mapsto t \cdot v + w$, where $v \in \mathbb{R}^2$ is independent of the choice of charts. We call $\gamma$ (or rather its equivalence class in $\mathbb{P}(\mathbb{R})$) the direction of $\gamma$. We call $\gamma$ maximal if its image is not properly contained in the image of another geodesic path.

Definition 4.12. Let $X_\mu$ be a translation surface of type $(g, n)$.

a) A direction $v \in \mathbb{P}(\mathbb{R})$ is called Strebel if every maximal geodesic path on $X_\mu$ with direction $v$ is either closed, or a saddle connection (i.e. it connects two punctures of $X_\mu$).

b) We call two Strebel directions $v, v' \in \mathbb{P}(\mathbb{R})$ equivalent if there is an $A \in \Gamma(X_\mu)$ such that $A \cdot v = v'$.

Now, if $v$ is a Strebel direction for $X_\mu$, a cylinder in $X_\mu$ is the image of a homeomorphism $c : (0, 1) \times S^1 \to U \subseteq X_\mu$, where $U$ is an open subset of $X_\mu$, with the condition that for every $s \in (0, 1)$, the restriction to $[s] \times S^1$ is a closed geodesic. A cylinder is called maximal if it is not properly contained in another cylinder. We note:

Remark 4.13. With the exception of the case $(g, n) = (1, 0)$, the maximal cylinders of $X_\mu$ in the Strebel direction $v$ are the connected components of $X_\mu \setminus S$, where $S$ is the union of the images of all saddle connections in direction $v$. 
Let us restrict to Origamis now and summarise the situation in this case:

**Proposition 4.14.** Let \( O = (p : X^* \to E^*) \) be an Origami. Then we have:

a) There is a bijection between the following sets:
   - Equivalence classes of Strebel directions of \( O \),
   - Conjugacy classes of maximal parabolic subgroups in \( \Gamma(O) \),
   - Punctures (called *cusps*) of the normalisation map \( H/\Gamma(O)R \to H \).

b) The vector \( (\frac{1}{0}) \) is a Strebel direction of \( O \), called its *horizontal* Strebel direction.

c) Any maximal parabolic subgroup of \( \Gamma(O) \) is generated by the equivalence class of a matrix of the form \( gT^w g^{-1} \), for some \( w \in \mathbb{N} \), \( g \in SL_2(\mathbb{Z}) \).

d) The Strebel direction corresponding to a maximal parabolic subgroup \( (gT^w g^{-1}) \) is \( \nu_g := g \cdot (\frac{1}{1}) \). The maximal cylinders of \( O \) in this Strebel direction are the maximal horizontal cylinders of the Origami \( g^{-1} \cdot O \).

Proofs can be found in Sections 3.2 and 3.3 of [Kre10].

4.6. **The action of \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) on Origami curves.** As the way we constructed Teichmüller curves is clearly of analytical nature, it may be surprising that they have interesting arithmetic properties. This kind of connection reminds of the Theorem of Belyi, which we can indeed use to prove a small part of the following

**Proposition 4.15.** Let \( O = (p : X^* \to E^*) \) be an Origami and \( C(O) \subseteq M_{g,[n]} \) its Teichmüller curve.

a) Then, the normalisation map \( j : H/\Gamma(O)R \to C(O) \) and the inclusion \( i : C(O) \hookrightarrow M_{g,[n]} \) are defined over number fields.

b) Let \( \sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) be a Galois automorphism, and \( O^{\sigma} = (p^{\sigma} : (X^*)^{\sigma} \to E^*) \) the Galois conjugate Origami. Then we have
   \[ i^\sigma((C(O))^{\sigma}) = i(C(O^{\sigma})) \subseteq M_{g,[n]} \],

so in particular \( C(O^{\sigma}) \cong (C(O))^{\sigma} \).

This result is proven by Möller in [Möl92, Proposition 3.2]. The main ingredient to his proof is the fact that \( \mathcal{H}_E \), the *Hurwitz stack* of coverings of elliptic curves ramified over one prescribed point of some prescribed genus and degree, is a smooth stack defined over \( \mathbb{Q} \). This is a result of Wewers that can be found in [Wew98]. One identifies (an orbifold version of) \( C(O) \) as a geometric connected component of \( \mathcal{H}_E \). The \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \)-orbit of \( C(O) \) consists precisely of the geometric connected components of the \( \mathbb{Q} \)-connected component containing \( C(O) \). The definability of \( C(O) \) over a finite extension of \( \mathbb{Q} \) then follows from the fact that \( \mathcal{H}_E \) has only finitely many geometric connected components. Showing this amounts to showing that the number or Origamis of given degree is finite.

For a more detailed account of the proof of part b) than in [M öl92], see [Nis11, Section 3.6].

The desired Galois action on Origami curves is a direct consequence of Proposition 4.15.

**Corollary 4.16.** Let \( \Sigma \) be a set containing one Origami of each isomorphism type. Then there is a natural right action of \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) on the set

\[ C(\Sigma) := \{ C(O) \mid O \in \Sigma \} \]

where \( \sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) sends \( C(O) \) to \( C(O^{\sigma}) \).

†Note here that we fixed the choice of \( E = \mathbb{C}/\mathbb{Z}^2 \). We have \( j(E) = 1728 \in \mathbb{Q} \), and thus \( E \) is defined over \( \mathbb{Q} \).

†Strictly speaking, we should use a notation like \( i_{C(O)} \) to distinguish the embeddings of different Origami curves. We suppress the index for reasons of simplicity and bear in mind that the following formula has two different morphisms called \( i \).
4.7. Galois invariants and moduli fields. Let us now return to the notion of moduli fields, which we defined in \[\text{Definition 4.17.}\] We begin by defining the moduli field of an Origami, and of an Origami curve:

**Definition 4.17.** Let \(O = (p : X^* \to E^*)\) be an Origami, and \(C(O)\) its Origami curve.

a) Consider the following subgroup of \(\text{Aut}(\mathbb{C})\):
\[
U(O) := \{ \sigma \in \text{Aut}(\mathbb{C}) \mid \exists \mathbb{C} \text{-isomorphism } \varphi : X^\sigma \to X : p^\sigma = p \circ \varphi \}
\]
Then, \(M(O) := \mathbb{C}^{U(O)}\) is called the *moduli field* of \(O\).

b) Remember that \(M_{g,[n]}\) is defined over \(\mathbb{Q}\) and define
\[
U(C(O)) := \{ \sigma \in \text{Aut}(\mathbb{C}) \mid C(O) = (C(O))^\sigma \},
\]
where as usual we consider \(C(O)\) and \((C(O))^\sigma\) as subsets of \(M_{g,[n]}\). Then, we call \(M(C(O)) := \mathbb{C}^{U(C(O))}\) the *moduli field* of the Origami curve \(C(O)\).

Let us first note some easy to prove properties of these moduli fields:

**Remark 4.18.** Let, again, \(O = (p : X^* \to E^*)\) be an Origami, and \(C(O)\) its Origami curve. Then we have:

a) \(M(C(O)) \subseteq M(O)\).

b) \(|M(O) : \mathbb{Q}| = |O \cdot \text{Aut}(\mathbb{C})| < \infty\) and \(|M(C(O)) : \mathbb{Q}| = |C(O) \cdot \text{Aut}(\mathbb{C})| < \infty\).

**Proof.** Part a) is a consequence of Corollary 4.16. If \(\sigma \in \text{Aut}(\mathbb{C})\) fixes \(O\), it particularly fixes \(C(O)\).

For part b) we begin by noting that we have \(|O \cdot \text{Aut}(\mathbb{C})| < \infty\) because the degree of \(O\) is an invariant under the action of \(\text{Aut}(\mathbb{C})\), and, as we have seen before, we can bound the number of Origamis of degree \(d\) by \((d!)^2\). Furthermore, we have \(|\text{Aut}(\mathbb{C}) : U(O)| = |O \cdot \text{Aut}(\mathbb{C})|\), as \(U(O)\) is the stabiliser of \(O\) under the action of \(\text{Aut}(\mathbb{C})\). From Köck’s Lemma 1.6 follows the equality \(|M(O) : \mathbb{Q}| = |\text{Aut}(\mathbb{C}) : U(O)|\), given that we can show that \(U(O)\) is a closed subgroup of \(\text{Aut}(\mathbb{C})\). Remember that a subgroup \(G \leq \text{Aut}(\mathbb{C})\) is closed if there is a subfield \(F \subseteq \mathbb{C}\) with \(G = \text{Aut}(\mathbb{C}) / F\). Lemma 1.5 in the same article tells us that \(U(O)\) is closed if there is a finite extension \(D / M(O)\) such that \(\text{Aut}(\mathbb{C}) / D \leq U(O)\).

Let us now give a reason for the existence of such an extension \(D\): As \(E\) and the branch locus \([\infty]\) are defined over \(\mathbb{Q}\), it follows from Köck’s Theorem 4.1 that \(p : X \to E\) can be defined over a number field. Choose such a field of definition \(D\), which is hence a finite extension of \(M(O)\). Obviously, any element \(\sigma \in \text{Aut}(\mathbb{C})\) that fixes \(D\) lies in \(U(O)\), so we can apply Köck’s Lemma 1.5 and finally deduce the first half of b).

Now we restate these arguments for the second equality: We use a) to deduce \(|M(C(O)) : \mathbb{Q}| < \infty\). Furthermore, from Proposition 4.15 a) follows that the embedded Origami curve \(C(O)\) can be defined over a number field, so we can use the same chain of arguments as above. \(\square\)

It is interesting to know which properties of Origamis are Galois invariants. Let us list some fairly obvious ones:

**Theorem 6.** The following properties of an Origami \(O = (p : X^* \to E^*)\) are Galois invariants:

a) The index of the Veech group \([\text{SL}_2(\mathbb{Z}) : \Gamma(O)]\).

b) The index of the projective Veech group \([\text{PSL}_2(\mathbb{Z}) : \Pi \Gamma(O)]\).

c) The property whether or not \(-t \in \Gamma(O)\).

d) The isomorphism type of the group of translations, \(\text{Trans}(O)\).
This has surely been noticed before, but in lack of a better reference we refer to \[Nis11\,\text{Section 3.7}\] for a proof.

As an application, we can bound the degree of the field extension $M(O) / M(O)$ from above in a way that looks surprising at first:

**Theorem 7.** Let $O = (p : X^* \to E^*)$ be an Origami. Then we have

$$[M(O) : M(C(O))] \leq [\text{SL}_2(\mathbb{Z}) : \Gamma(O)].$$

**Proof.** Let $O \cdot \text{Aut}(\mathcal{C}) = \{O_1, \ldots, O_k\}$ and $C(O) \cdot \text{Aut}(\mathcal{C}) = \{C_1, \ldots, C_l\}$. Then we have, as we have shown in Remark \[4.15\,\text{b}]:$

$$k = [M(O) : \mathbb{Q}], \quad l = [M(C(O)) : \mathbb{Q}].$$

By Theorem \[4.9\] the Veech groups of all $O_i$ have the same index $m := [\text{SL}_2(\mathbb{Z}) : \Gamma(O)]$, and by Corollary \[4.17\] we also have

$$\{C_1, \ldots, C_l\} = \{C(O_1), \ldots, C(O_k)\}.$$ From Proposition \[4.4\,\text{c}] we know that each curve $C_j$ can be the Origami curve of at most $m$ of the $O_i$’s, so we have

$$l \geq \frac{k}{m},$$

or equivalently $\frac{k}{l} \leq m$. The left hand side of the latter inequality is by the multiplicity of degrees of field extensions equal to $[M(O) : M(C(O))]$, and the right hand side is by definition the index of the Veech group of $O$. \qed

## 5. The Galois action on M-Origamis

The goal of this section is to recreate M. Möller’s construction of Origamis from dessins, which he used to prove the faithfulness of the Galois action on Origami curves in \[Mol04\], in a more topological way. That is, we will calculate the monodromy of these Origamis (called M-Origamis here) as well as their cylinder decompositions and Veech groups, and we will reprove said faithfulness result in a way explicit enough to give examples of non-trivial Galois orbits.

### 5.1. Pillow case Origamis and M-Origamis

Remember the elliptic curve of our choice $E = \mathcal{C} / \mathbb{Z}^2$ and that it is defined over $\mathbb{Q}$. It carries a group structure; denote its neutral by $\infty := 0 + \mathbb{Z}^2$. Further denote by $[2] : E \to E$ the multiplication by 2, and by $h : E \to \mathbb{P}^1_{\mathbb{C}}$ the quotient map under the induced elliptic involution $z + \mathbb{Z}^2 \mapsto -z + \mathbb{Z}^2$. The map $h$ shall be chosen such that $h(\infty) = \infty$, and that the other critical values are 0, 1 and some $\lambda \in \mathcal{C}$. By abuse of notation, call their preimages also 0, 1 and $\lambda$. By even more abuse of notation, call $\{0, 1, \lambda, \infty\} \subset E$ the set of Weierstraß points and recall that it is the kernel of $[2]$. Note that $[2]$ is an unramified covering of degree 4, and $h$ is a degree 2 covering ramified over $\{0, 1, \lambda, \infty\}$.

Now let $\gamma : Y \to \mathbb{P}^1_{\mathbb{C}}$ be a connected pillow case cover. That is, let $Y$ be a nonsingular connected projective curve over $\mathcal{C}$, and $\gamma$ a nonconstant morphism with crit $\gamma \subseteq \{0, 1, \lambda, \infty\}$. Let $\pi : \hat{X} := E \times_{\mathbb{P}^1_{\mathbb{C}}} Y \to \hat{E}$ be its pullback by $h$, and $\delta : \hat{X} \to \hat{X}$ be the desingularisation of $\hat{X}$ (as $\hat{X}$ will have singularities in general—we will discuss them later in this section). Finally, consider the map let $[2] \circ \pi : \hat{X} \to E$. In order not to get lost in all these morphisms, we draw a commutative diagram of the situation:
Because $\gamma$ is a pillow case covering, $\tilde{\pi}$ is branched (at most) over the Weierstraß points, and so is $\pi$. So, $[2] \circ \pi$ is branched over at most one points, which means that it defines an Origami if $X$ is connected (which we will show in Remark 5.4).

**Definition 5.1.**

a) In the situation above, we call $O(\gamma) := ([2] \circ \pi : X \to E)$ the pillow case Origami associated to the pillow case cover $\gamma : Y \to \mathbb{P}^1_{\mathbb{C}}$.

b) If furthermore $\beta := \gamma$ is unramified over $\lambda$, i.e. it is a Belyi morphism, then we call $O(\beta)$ the M-Origami associated to $\gamma$.

**5.2. The topological viewpoint.** We would like to replace the algebro-geometric fibre product by a topological one, in order to apply the results derived in the first section. In fact, after taking out all critical and ramification points, it will turn out that $X' \cong E' \times_{\mathbb{P}^1} Y'$ as coverings. To show this, we have to control the singular locus of $X$ in the above diagram. This is a rather elementary calculation in algebraic geometry done in the following

**Proposition 5.2.** Let $C,D$ be nonsingular projective curves over $k$, where $k$ is an algebraically closed field, and $\Phi : C \to \mathbb{P}^1_k$, $\Psi : D \to \mathbb{P}^1_k$ nonconstant rational morphisms (i.e. ramified covers). Then we have for the singular locus of $C \times_{\mathbb{P}^1_k} D$:

$$\text{Sing}(C \times_{\mathbb{P}^1_k} D) = \{(P,Q) \in C \times_{\mathbb{P}^1_k} D \mid \Phi \text{ is ramified at } P \land \Psi \text{ is ramified at } Q\}$$

**Proof.** Since the property of a point of a variety to be singular can be decided locally, we can first pass on to an affine situation and then conclude by a calculation using the Jacobi criterion.

So let $(P,Q) \in F := C \times_{\mathbb{P}^1_k} D$, and let $U \subset \mathbb{P}^1_k$ be an affine neighbourhood of $\Phi(P) = \Psi(Q)$. Further let $P \in U' \subset C$, $Q \in U'' \subset D$ be affine neighbourhoods such that $\Phi(U') \subset U \supseteq \Psi(U'')$. This is possible since the Zariski topology of any variety admits a basis consisting of affine subvarieties (see [Har04], I, Prop. 4.3). Now let $p_C : F \to C, p_D : F \to D$ be the canonical projections, then, by the proof of [Har04], II Thm. 3.3] we have $p_C^{-1}(U') \cong U' \times_{\mathbb{P}^1_k} D$, and repeating that argument on the second factor gives

$$p_C^{-1}(U') \cap p_D^{-1}(U'') = (p_D|_{p_C^{-1}(U')})^{-1}(U'') \cong U' \times_{\mathbb{P}^1_k} U'' \cong U' \times_U U''$$

The last isomorphism is due to the easy fact that in any category, a monomorphism $S \to T$ induces an isomorphism $A \times_S B \cong A \times T B$, given that either of the two exists. So we are, as desired, in an affine situation, as the fibre product of affine varieties is affine.

Now, let $U = \mathbb{A}^1_k$, and let

$I' = (f_1, \ldots, f_k) \subseteq k[x_1, \ldots, x_n] =: R_n$, $I'' = (g_1, \ldots, g_t) \subseteq k[y_1, \ldots, y_m] =: R_m$

be ideals such that $U' = V(I') \subseteq \mathbb{A}^n_k$, $U'' = V(I'') \subseteq \mathbb{A}^m_k$. Furthermore let $\varphi \in R_n, \psi \in R_m$ be polynomials representing the morphisms $\Phi$ and $\Psi$ on the affine parts $U'$ and $U''$. We denote their images in the affine coordinate rings by $\overline{\varphi} \in k[U'], \overline{\psi} \in k[U'']$. So we get

$$F := U' \times_U U'' = V(f_1, \ldots, f_k, g_1, \ldots, g_t, \varphi(x_1, \ldots, x_n) - \psi(y_1, \ldots, y_m)) \subseteq \mathbb{A}^{n+m}$$
The Jacobi matrix of $F$ is given by

$$
J_F = \begin{pmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} & 0 \\
\vdots & \ddots & \vdots & \vdots \\
\frac{\partial f_k}{\partial x_1} & \cdots & \frac{\partial f_k}{\partial x_n} & 0 \\
0 & \cdots & 0 & \frac{\partial g_1}{\partial y_1} & \cdots & \frac{\partial g_1}{\partial y_m} \\
\vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & \frac{\partial g_l}{\partial y_1} & \cdots & \frac{\partial g_l}{\partial y_m}
\end{pmatrix}
$$

and by the Jacobi criterion a point $(P, Q) \in F$ is singular iff $\text{rk}(J_F(P, Q)) < m + n - 1$.

For $P = (p_1, \ldots, p_n) \in \mathbb{A}^n_k$, $Q = (q_1, \ldots, q_m) \in \mathbb{A}^m_k$, denote by

$$
M_P := \{(x_1 - p_1), \ldots, (x_n - p_n)\} \subseteq R_n \quad \text{and} \quad M_Q := \{(y_1 - q_1), \ldots, (y_m - q_m)\} \subseteq R_m
$$

the corresponding maximal ideals, and, if $P \in U'$ and $Q \in U''$, denote by $m_P \subseteq k[U']$ and $m_Q \subseteq k[U'']$ the corresponding maximal ideals in the affine coordinate rings. Before we continue, we note that for $h \in R_n$, we have:

$$
h \in M_P^2 \Leftrightarrow h(P) = 0 \land \forall i = 0, \ldots, n: \frac{\partial h}{\partial x_i}(P) = 0. \quad (1)
$$

Of course the corresponding statement is true for $M_Q^2 \subseteq R_m$.

Now let $P = (p_1, \ldots, p_n) \in U'$, $Q = (q_1, \ldots, q_m) \in U''$ be ramification points of $\overline{\varphi}$ and $\overline{\psi}$, respectively. This is by definition equivalent to

$$
\overline{\varphi} - \overline{\varphi}(P) \in M_P^2 \land \overline{\psi} - \overline{\psi}(Q) \in M_Q^2, \quad \text{or,}
$$

$$
\varphi - \varphi(P) \in M_P^2 + I' \land \psi - \psi(Q) \in M_Q^2 + I''.
$$

So, there exist $a_0 \in M_P^2, a_1, \ldots, a_k \in R_n, b_0 \in M_Q^2, b_1, \ldots, b_l \in R_m$ such that

$$
\varphi - \varphi(P) = a_0 + \sum_{i=1}^k a_i f_i, \quad \psi - \psi(Q) = b_0 + \sum_{i=1}^l b_i g_i.
$$

Writing $R_n \ni h = h(P) + (h - h(P))$, we have the decomposition $R_n = k \oplus M_P$ as $k$-modules, and analogously $R_m = k \oplus M_Q$. So write

$$
a_i = \lambda_i + \bar{a}_i \in k \oplus M_P, \quad i = 1, \ldots, k \quad \text{and} \quad b_i = \mu_i + \bar{b}_i \in k \oplus M_Q, \quad i = 1, \ldots, l.
$$

Because $I' \subseteq M_P$ and $I'' \subseteq M_Q$, we have $c := \sum_{i=1}^k \bar{a}_i f_i \in M_P^2$ and $d := \sum_{i=1}^l \bar{b}_i g_i \in M_Q^2$.

So if we set $a := a_0 + c \in M_P^2$ and $b := b_0 + d \in M_Q^2$, we get

$$
\varphi - \varphi(P) = a + \sum_{i=1}^k \lambda_i f_i, \quad \psi - \psi(Q) = b + \sum_{i=1}^l \mu_i g_i.
$$

Deriving on both sides of the equations with respect to all the variables, we get, using (1):

$$
\forall i \in \{1, \ldots, n\}: \frac{\partial \varphi}{\partial x_i}(P) = \sum_{i=1}^k \lambda_i \frac{\partial f_i}{\partial x_i}(P) \quad \text{and} \quad \frac{\partial \varphi}{\partial x_i}(Q) = \sum_{i=1}^l \mu_i \frac{\partial f_i}{\partial x_i}(Q).
$$

So the last row of $J_F(P, Q)$ is a linear combination of the first $m + n$ ones. As the two big non-zero blocks of $J_F$ are simply the Jacobi matrices $J_{U'}$ and $J_{U''}$ of the nonsingular
curves $U'$ and $U''$, they have ranks $n - 1$ and $m - 1$, evaluated at $P$ and $Q$ respectively, and we get

$$\text{rk}(J_F(P, Q)) = \text{rk}(J_{U'}(P)) + \text{rk}(J_{U''}(Q)) = (n - 1) + (m - 1) < m + n - 1,$$

so $(P, Q) \in \text{Sing}(U' \times_U U'')$.

Conversely, let $(P, Q) \in \text{Sing}(F)$ be a singular point. Then, by the nonsingularity of $U'$ and $U''$, we have $\text{rk}(J_F(P, Q)) = m + n - 2$. More specifically, the last row of this matrix is a linear combination of the others:

$$\exists \lambda_1, \ldots, \lambda_k \in k \forall i \in \{1, \ldots, n\} : \frac{\partial \varphi}{\partial x_i}(P) = \sum_{j=1}^{k} \lambda_j \frac{\partial f_j}{\partial x_i}(P) \text{ and}$$

$$\exists \mu_1, \ldots, \mu_l \in k \forall i \in \{1, \ldots, m\} : \frac{\partial \psi}{\partial y_i}(Q) = \sum_{j=1}^{l} \mu_j \frac{\partial g_j}{\partial y_i}(Q).$$

Now set $\bar{\varphi} := \varphi - \varphi(P) - \sum \lambda_j f_j$ and $\bar{\psi} := \psi - \psi(Q) - \sum \mu_j g_j$. Then we have $\bar{\varphi} \in M_P$ and $\bar{\psi} \in M_Q$, and furthermore

$$\forall i \in \{1, \ldots, n\} : \frac{\partial \bar{\varphi}}{\partial x_i}(P) = 0 \text{ and } \forall i \in \{1, \ldots, m\} : \frac{\partial \bar{\psi}}{\partial y_i}(Q) = 0.$$

So we can apply (3) again to get $\bar{\varphi} \in M_P^2$, $\bar{\psi} \in M_Q^2$, or,

$$\varphi - \varphi(P) \in M_P^2 + \mathcal{I}' \land \psi - \psi(Q) \in M_Q^2 + \mathcal{I}''.$$

This is precisely (4), which we have already shown above to be equivalent to $P$ and $Q$ being ramification points of $\bar{\varphi}$ and $\bar{\psi}$, respectively. \qed

If we denote $P^{\star \ast} := \mathbf{P}^1_{\mathbb{C}} \setminus \{0, 1, \lambda, \infty\}$ and by $E^\ast, Y^\ast, X^\ast$ its preimages under $h, \beta$ and $\pi \circ h$, respectively, (and, for the sake of a simpler notation, do not change the names for the restricted maps,) then we have in particular:

**Remark 5.3.** The following diagram is Cartesian in the category of topological spaces together with covering maps:

$$\begin{array}{ccc}
X^\ast & \longrightarrow & Y^\ast \\
\pi\downarrow & & \beta\downarrow \\
E^\ast & \longrightarrow & \mathbf{P}^{\ast\ast}
\end{array}$$

5.3. **The monodromy of M-Origamis.** We can now calculate the monodromy of an M-Origami $M(\beta)$, given the monodromy of a Belyi morphism $\beta$ by applying Propositions 2.2 and 2.3. Fix generators $(A, B) = \pi_1(E \setminus \{\infty\})$ and $(x, y) = \pi_1(\mathbf{P}^1_{\mathbb{C}} \setminus \{0, 1, \infty\})$ according as in the figures of the following proof. We will, again, make use of the "two-coordinate" way of labeling fibres of composed coverings we introduced in Proposition 2.3.

**Theorem 8.** Let $\beta : Y \rightarrow \mathbf{P}^1_{\mathbb{C}}$ be a Belyi morphism of degree $d$ with monodromy given by $p_x := m_\beta(x), p_y := m_\beta(y)$. Then, the monodromy of $M(\beta) = ([2] \circ \pi : X \rightarrow E)$ is given
by

\[ m_{[2] \circ \pi} : \pi_1(E \setminus \{\infty\}) \to S_{4d} \]

\[
m_{[2] \circ \pi}(A)(i,j) = \begin{cases} 
(2,j) & i = 1 \\
(1,py(j)) & i = 2 \\
(4,j) & i = 3 \\
(3,p_y^{-1}(j)) & i = 4
\end{cases} \quad \text{and} \quad
m_{[2] \circ \pi}(B)(i,j) = \begin{cases} 
(3,j) & i = 1 \\
(4,j) & i = 2 \\
(1,px^{-1}(j)) & i = 3 \\
(2,px(j)) & i = 4
\end{cases}
\]

Proof. We imagine \( \mathbb{P}^{1+} \) as a pillow case, i.e. an euclidean rectangle \( R \) with width-to-height ratio 2 : 1, folded in half and stitched together in the obvious way. The two to one covering \( h \) is then realised by taking two copies of \( R \), rotating one of them by an angle of \( \pi \), stitching them together and then identifying opposite edges in the usual way. See figure 1 for a sketch of this situation. We have \( \pi_1(\mathbb{P}^{1+}) \cong F_3 \). As depicted, take the paths \( w, x, y, z \) as generators, subject to the relation \( wxzy = 1 \). Now, we have \( \pi_1(E \setminus \{0, 1, \lambda, \infty\}) \cong F_5 \), and as in the picture we choose \( a, b, c, d, e \) as free generators. We can verify easily that

\[
h_\ast : \left\{ \begin{array}{l}
\pi_1(E \setminus \{0, 1, \lambda, \infty\}) \to \pi_1(\mathbb{P}^{1+}) , \\
a \mapsto yw, b \mapsto x^{-1}w^{-1}, c \mapsto w^2, d \mapsto xw^{-1} , e \mapsto y^{-1}w^{-1}
\end{array} \right.
\]

Next we calculate the monodromy of the covering \( \pi : X \setminus \pi^{-1}(\{0, 1, \lambda, \infty\}) \to E \setminus \{0, 1, \lambda, \infty\} \). As \( \beta \) is unramified over \( \lambda \), we have \( m_{\beta}(w) = 1 \) and \( m_{\beta}(z) = px^{-1}p_y^{-1} \). Applying Proposition 2.3 a) we get

\[
m_{\pi} : \left\{ \begin{array}{l}
\pi_1(E \setminus \{0, 1, \lambda, \infty\}) \to S_d , \\
a \mapsto p_y, b \mapsto px^{-1}, c \mapsto 1, d \mapsto px, e \mapsto y^{-1}
\end{array} \right.
\]

Now, we apply Proposition 2.3 to calculate the monodromy of \( [2] \circ \pi \). Choose a base point \( x_0 \) and paths \( A \) and \( B \) as generators of \( \pi_1(E \setminus \{\infty\}) \), and label the elements of \( [2]^{-1}(x_0) \) by \( y_1, \ldots, y_4 \), as indicated in figure 1. With the sketched choice of numbering, we get that the monodromy of \( [2] \) is given by

\[
m_{[2]}(A) = (1 2)(3 4), \quad m_{[2]}(B) = (1 3)(2 4).
\]

A right coset representatives of \( m_{[2]}^{-1}(\text{Stab}(1)) \) in \( \pi_1(E \setminus \{\infty\}) \), we choose

\[
y_1 \coloneqq 1, \quad y_2 \coloneqq A^{-1}, \quad y_3 \coloneqq B^{-1}, \quad y_4 \coloneqq B^{-1}A^{-1}
\]
and check that they do what they should by seeing that they lift along $[2]$ to paths $\beta_i$ connecting $y_i$ to $y_1$. The next step is to calculate the $c_i$'s. We get

$$c_i(A) = [2]_+^{-1}(y_k A y_i^{-1}) = \begin{cases} [2]_+^{-1}(A^{-1} A \cdot 1) = 1, & i = 1 \\ [2]_+^{-1}(1 \cdot AA) = a, & i = 2 \\ [2]_+^{-1}(B^{-1} A^{-1} AB) = 1, & i = 3 \\ [2]_+^{-1}(B^{-1} AAB) = c, & i = 4 \end{cases}$$

and

$$c_i(B) = [2]_+^{-1}(y_k B y_i^{-1}) = \begin{cases} [2]_+^{-1}(B^{-1} B \cdot 1) = 1, & i = 1 \\ [2]_+^{-1}(B^{-1} A^{-1} BA) = c, & i = 2 \\ [2]_+^{-1}(1 \cdot BB) = b, & i = 3 \\ [2]_+^{-1}(A^{-1} BAB) = d, & i = 4 \end{cases}$$

Putting all together, we get the claimed result

$$m_{[2]_+ \pi}(A)(i,j) = \left( m_{[2]_+}(A)(i), m_{\pi}(c_i(A))(j) \right) = \begin{cases} (2,j) & i = 1 \\ (1, p_\gamma(j)) & i = 2 \\ (4,j) & i = 3 \\ (3, p_\delta^{-1}(j)) & i = 4 \end{cases}$$

and

$$m_{[2]_+ \pi}(B)(i,j) = \left( m_{[2]_+}(B)(i), m_{\pi}(c_i(B))(j) \right) = \begin{cases} (3,j) & i = 1 \\ (4,j) & i = 2 \\ (1, p_\alpha^{-1}(j)) & i = 3 \\ (2, p_\delta(j)) & i = 4 \end{cases}$$

Now we can easily fill in the gap left open in the beginning of the previous section:

**Remark 5.4.** If we start with a Belyi morphism $\beta$, the topological space $X^*$ arising in the construction is always connected, so $O(\beta)$ is indeed an Origami.

**Proof.** What we have to show is that $m_A := m_{[2]_+ \pi}(A)$ and $m_B := m_{[2]_+ \pi}(B)$ generate a transitive subgroup of $S_d$. So choose $i \in \{1, \ldots, 4\}$, $j \in \{1, \ldots, d\}$, then it clearly suffices to construct a path $y \in \pi_1(E \setminus \{\infty\})$ with the property that $m_{[2]_+ \pi}(y)(1,1) = (i,j)$. 

![Figure 2.](image-url)
Now, as $Y_*$ is connected, there is a path $y' \in \pi_1(P^1_*)$ such that $m_\beta(y')(1) = j$. Consider the homomorphism

$$\phi : \pi_1(P^1_*) \to \pi_1(E \setminus \{\infty\}), \begin{cases} x \mapsto B^{-2}, \\ y \mapsto A^2. \end{cases}$$

By the above theorem, a lift of the path $A^2$ connects the square of $O(\beta)$ labelled with $(1, k)$ to the one labelled with $(1, p_0(k))$, and a lift of $B^{-2}$ connects $(1, k)$ to $(1, p_x(k))$. So we get $m_{[2] \pi}(\phi(y'))(1, 1) = (1, j)$. So to conclude, we set $y := \epsilon \phi(y')$, where $\epsilon := 1$, $A$, $B$ or $AB$ for $i = 1, 2, 3$ or 4, respectively, and get $m_{[2] \pi}(y)(1, 1) = (i, j)$. \hfill $\Box$

Later we will to know the monodromy of the map $\pi$ around the Weierstraß points $0, 1, \lambda, \infty \in E$, respectively. Therefore, we quickly read off of figure [2].

**Lemma 5.5.** If we choose the following simple loops around the Weierstraß points

$$x' := l_0 := db^{-1} \quad y' := l_1 := ac^{-1}e^{-1}$$

$$z' := l_\infty := bed^{-1}a^{-1} \quad w' := l_\lambda := e,$$

then we have

$$h_\ast(x') = x^2 \quad h_\ast(y') = y^2$$

$$h_\ast(z') = z^2 \quad h_\ast(w') = w^2.$$

### 5.4. The genus and punctures of M-Origamis

We calculate the genus of the $M$-Origami associated to a Belyi morphism $\beta$ and give lower and upper bounds depending only on $g(Y)$ and $\deg\beta$. We have the following

**Proposition 5.6.** Let $\beta : Y \to P^1_*$ be a Belyi morphism and $d = \deg\beta$ its degree, $m_0 := p_x$, $m_1 := p_y$, $m_\infty := p_z = p_x^{-1}p_y^{-1} \in S_d$ the monodromy of the standard loops around 0, 1 and $\infty$. Further let $g_0$, $g_1$, $g_\infty$ be the number of cycles of even length in a disjoint cycle decomposition of $m_0$, $m_1$ and $m_\infty$, respectively. Then we have:

a) $$g(Y) = g(X) + d - \frac{1}{2} \sum_{i=0}^{\infty} g_i,$$

b) $$g(Y) + \left\lfloor \frac{d}{4} \right\rfloor \leq g(X) \leq g(Y) + d.$$

**Proof.** The Riemann-Hurwitz formula for $\beta$ says:

$$2g(Y) - 2 = d(2g(P^1) - 2) + \sum_{p \in Y} (e_p - 1).$$

Let us now split up $\sum_{p \in Y} (e_p - 1) = v_0 + v_1 + v_\infty$, where $v_i := \sum_{p \in \beta^{-1}(i)}(e_p - 1)$. Of course, $v_i = \sum_c \text{cycle in } m_i \text{ (len}(c) - 1)$, where len($c$) is the length of a cycle $c$. Putting that and the fact that $g(P^1) = 0$ in the last equation yields

$$2g(Y) - 2 = -2d + \sum_{i=0}^{\infty} v_i.$$

Now we write down the Riemann-Hurwitz formula for $\pi$. Note that $\pi$ is at most ramified over the preimages of 0, 1 and $\infty$ under $h$, which we denote also by 0, 1 and $\infty$. $\beta$ is unramified over the (image of the) fourth Weierstraß point, and so is $\pi$. So again the ramification term splits up into $\sum_{p \in X} (e_p - 1) = v_0' + v_1' + v_\infty'$, with $v_i' = \sum_c \text{cycle in } m_i' \text{ (len}(c) - 1)$,
where \( m_0', m_1', m_\infty' \) are permutations describing the monodromy of \( \pi \) going around the Weierstraß points 0, 1, \( \infty \) respectively. Of course \( g(E) = 1 \), and so we get

\[
2g(X) - 2 = \sum_{i=0}^{\infty} v'_i.
\]

Subtracting from that equation the one above and dividing by 2 yields

\[
g(X) = g(Y) + d - \frac{1}{2} \sum_{i=0}^{\infty} (v_i - v'_i),
\]

so we can conclude a) with the following

**Lemma 5.7.** \( v_i - v'_i = g_i \), where \( g_i \) is the number of cycles of even length in \( m_i \).

The proof of this lemma is elementary. Write \( m'_0 := m_\pi(x') \), \( m'_1 := m_\pi(y') \), \( m'_\infty := m_\pi(z') \) as in Lemma 5.5, then we get \( m'_i = m^2_i \) by that lemma and Proposition 2.2. Now, note that the square of a cycle of odd length yields a cycle of the same length, while the square of a cycle of even length is the product of two disjoint cycles of half length. So, if \( c \) is such an even length cycle and \( c^2 = c_1c_2 \), then obviously \( \text{len}(c) - 1 - ((\text{len}(c_1) - 1) + (\text{len}(c_2) - 1)) = 1 \). Summing up proves the lemma. □

In part b) of the proposition, the second inequality is obvious as all \( g_i \) are nonnegative.

For the first one, note that we have \( g_1 \leq \frac{d}{2} \), so \( \sum g_i \leq \frac{d}{2} \), and finally \( d - \frac{1}{2} \sum g_i \geq \frac{d}{2} \). Of course \( g(X) \) and \( g(Y) \) are natural numbers, so we can take the ceiling function. □

It can be explicitly shown that the upper bound of part b) is sharp in some sense: In Remark 4.9, for each \( g \in \mathbb{N} \) and for \( d \) large enough, we construct dessins of genus \( g \) and degree \( d \), such that the resulting M-Origami has genus \( g + d \).

A direct consequence of Proposition 5.6 and the fact that there are only finitely many dessins up to a given degree, is the following observation:

**Corollary 5.8.** Given a natural number \( G \in \mathbb{N} \), there are only finitely many M-Origamis with genus less or equal to \( G \).

For example, there are five dessins giving M-Origami of genus 1 and nine giving M-Origamis of genus 2.

With the notations of the above proposition and the considerations in the proof, we can easily count the number of punctures of an M-Origami:

**Remark 5.9.** Let \( \beta : Y \to \mathbb{P}^1_k \) be a Belyi morphism, \( \pi : X \to E \) the normalisation of its pullback by the elliptic involution as in Definition 5.3 and \( O_\beta = (p : X \to E) \) the associated M-Origami:

a) Let \( W := \{0, 1, \lambda, \infty\} \subseteq E \) be the set of Weierstraß points of \( E \), then we have:

\[
n(P) := |\pi^{-1}(P)| = \#(\text{cycles in } m_P) + gp, \quad (P \in \{0, 1, \infty\})
\]

\[
n(\lambda) := |\pi^{-1}(\lambda)| = \text{deg } \pi = \text{deg } \beta.
\]

b) For \( O_\beta = (p : X \to E) \), we have:

\[
|p^{-1}(\infty)| = n(0) + n(1) + n(\lambda) + n(\infty).
\]

**Proof.** Part b) is a direct consequence of a), as by definition \( p = [2] \circ \pi \), and \( [2] : E \to E \) is an unramified cover with \( [2]^{-1}(\infty) = W \).

For a), the second equality is clear, since, as we noted above, \( \pi \) is unramified over \( \lambda \). If \( P \in \{0, 1, \infty\} \), then \( n(P) \) is the number of cycles in \( m_P' = m_P^2 \) (where we reuse the notation from the proof above). As a cycle in \( m_P \) corresponds to one cycle in \( m_P^2 \), if its length is
odd, and splits up into two cycles of half length if its length is even, we get the desired statement. □

5.5. The Veech group. We can now calculate the Veech group of an $\mathcal{O}$-Origami with the help of Theorem \[\text{Theorem}\]. We begin by calculating how $\text{SL}_2(\mathbb{Z})$ acts:

**Proposition 5.10.** Let $\beta$ be the dessin of degree $d$ given by a pair of permutations $(p_x, p_y)$, and $\mathcal{O}_\beta$ the associated $\mathcal{O}$-Origami. Then we have for the standard generators $S, T, -I$ of $\text{SL}_2(\mathbb{Z})$:

- $S \cdot \mathcal{O}_\beta$ is the $\mathcal{O}$-Origami associated to the pair of permutations $(p_y, p_x)$.
- $T \cdot \mathcal{O}_\beta$ is the $\mathcal{O}$-Origami associated to the pair of permutations $(p_z, p_y)$, where as usual $p_z = p_x^{-1} p_y^{-1}$.
- $(-I) \cdot \mathcal{O}_\beta \cong \mathcal{O}_\beta$, i.e. $-I \in \Gamma(O_\beta)$.

**Proof.** We lift $S, T, -I \in \text{SL}_2(\mathbb{Z}) \cong \text{Out}^+(F_2)$ to the following automorphisms of $F_2 = \langle A, B \rangle$, respectively:

$$
\phi_S : A \mapsto B, B \mapsto A^{-1}
\phi_T : A \mapsto A, B \mapsto AB
\phi_{-I} : A \mapsto A^{-1}, B \mapsto B^{-1}
$$

Let us, for brevity, write $m_w := m_{\sigma(\pi)}(w)$ for an element $w \in F_2$, so in particular $O_\beta$ is given by the pair of permutations $(m_A, m_B)$ as in Theorem \[\text{Theorem}\].

First we calculate the monodromy of the Origami $S \cdot O_\beta$, which is given by $(m_{\phi_S^{-1}(A)}, m_{\phi_S^{-1}(B)}):$

We get

$$
m_{\phi_S^{-1}(A)}(i, j) = m_B^{-1}(i, j) = \begin{cases} (3, p_x(j)), & i = 1 \\ (4, p_x^{-1}(j)), & i = 2 \\ (1, j), & i = 3 \\ (2, j), & i = 4 \end{cases} \quad \text{and} \quad m_{\phi_S^{-1}(B)} = m_A.
$$

Now we conjugate this pair by the following permutation

$$
c_1 : (1, j) \mapsto (2, j) \mapsto (4, j) \mapsto (3, j) \mapsto (1, j),
$$

which does of course not change the Origami it defines, and indeed we get:

$$
c_1 m_B c_1^{-1}(i, j) = \begin{cases} (2, j), & i = 1 \\ (1, p_x(j)), & i = 2 \\ (4, j), & i = 3 \\ (3, p_x^{-1}(j)), & i = 4 \end{cases} \quad \text{and} \quad c_1 m_A c_1^{-1}(i, j) = \begin{cases} (3, j), & i = 1 \\ (4, j), & i = 2 \\ (1, p_y^{-1}(j)), & i = 3 \\ (2, p_y(j)), & i = 4 \end{cases}
$$

which is clearly the $\mathcal{O}$-Origami associated to the dessin given by the pair $(p_y, p_x)$.

Next, we discuss the action of the element $T$ in the same manner, and we get:

$$
m_{\phi_T^{-1}(A)} = m_A \quad \text{and} \quad m_{\phi_T^{-1}(B)}(i, j) = m_B^{-1} m(i, j) = \begin{cases} (4, p_y(j)), & i = 1 \\ (3, j), & i = 2 \\ (2, p_y^{-1}(j)), & i = 3 \\ (1, p_x(j)), & i = 4 \end{cases}
$$

The reader is invited to follow the author in not losing hope and verifying that with

$$
c_2 : (1, j) \mapsto (1, p_y(j)), (2, j) \mapsto (2, p_y(j)), (3, j) \mapsto (4, p_y(j)), (4, j) \mapsto (3, j)
$$
we have
\[ c_2 m_A c_2^{-1}(i, j) = \begin{cases} (2, j), & i = 1 \\ (1, p_y(j)), & i = 2 \\ (4, j), & i = 3 \\ (3, p_y^{-1}(j)), & i = 4 \end{cases} \]
\[ c_2 m_B c_2^{-1}(i, j) = \begin{cases} (3, j), & i = 1 \\ (4, j), & i = 2 \\ (1, p_y p_x(j)), & i = 3 \\ (2, p_y^{-1} p_y^{-1}(j)), & i = 4 \end{cases} \]
which is the monodromy of the M-Origami associated to \((p_z, p_y)\).

For the element \(-I \in \text{SL}_2(\mathbb{Z})\) we have to calculate \(m_{\phi;\beta}^{-1}(A) = m_A^{-1}\) and \(m_{\phi;\beta}^{-1}(B) = m_B^{-1}\) which evaluate as
\[ m_A^{-1}(i, j) = \begin{cases} (2, p_y^{-1}(j)), & i = 1 \\ (1, j), & i = 2 \\ (4, p_y(j)), & i = 3 \\ (3, j), & i = 4 \end{cases} \]
\[ m_B^{-1}(i, j) = \begin{cases} (3, p_x(j)), & i = 1 \\ (4, p_y^{-1}(j)), & i = 2 \\ (1, j), & i = 3 \\ (2, j), & i = 4 \end{cases} \]
In this case, the permutation
\[ c_3 : (1, j) \leftrightarrow (4, j), (2, j) \leftrightarrow (3, j) \]
does the trick and we verify that \(c_3 m_A c_3 = m_A^{-1}, c_3 m_B c_3 = m_B^{-1}\), so \(-I \in \Gamma(O_{\beta})\). \qed

It will turn out in the next theorem that the Veech group of M-Origamis often is \(\Gamma(2)\).

Therefore we list, as an easy corollary from the above proposition, the action of a set of coset representatives of \(\Gamma(2)\) in \(\text{SL}_2(\mathbb{Z})\).

**Corollary 5.11.** For an M-Origami \(O_{\beta}\) associated to a dessin \(\beta\) given by \((p_x, p_y)\), and
\[ \alpha \in \{I, S, T, ST, TS, TST\}, \]
\(\alpha \cdot O_{\beta}\) is again an M-Origami, and it is associated to the dessin with the monodromy indicated in the following table:

<table>
<thead>
<tr>
<th>ST</th>
<th>TS</th>
<th>TST</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p_x)</td>
<td>(p_y)</td>
<td>(p_z)</td>
</tr>
<tr>
<td>(p_y)</td>
<td>(p_x)</td>
<td>(p_z)</td>
</tr>
</tbody>
</table>

**Proof.** The first three columns of the above table are true by the above proposition. If we write \(M(p_x, p_y)\) for the M-Origami associated to the dessin given by \((p_x, p_y)\), then we calculate
\[ ST \cdot M(p_x, p_y) = S \cdot M(p_z, p_y) = M(p_y, p_z). \]
\[ TS \cdot M(p_x, p_y) = T \cdot M(p_y, p_x) = M(p_y^{-1} p_x^{-1}, p_x) \equiv M(p_z, p_x). \]
\[ TST \cdot M(p_x, p_y) = T \cdot M(p_y, p_z) = M(p_y^{-1} p_z^{-1}, p_z) = M(p_x, p_z). \] \qed

**Theorem 9.** Let, again, \(\beta\) be a dessin given by the pair of permutations \((p_x, p_y)\).

a) For the associated M-Origami \(O_{\beta}\), we have \(\Gamma(2) \subseteq \Gamma(O_{\beta})\).
b) The orbit of \(O_{\beta}\) under \(\text{SL}_2(\mathbb{Z})\) precisely consists of the M-Origamis associated to the dessins weakly isomorphic to \(\beta\).
c) If \(\Gamma(2) = \Gamma(O_{\beta})\) then \(\beta\) has no nontrivial weak automorphism, i.e. \(W_{\beta} = \{\text{id}\}\). In the case that \(\beta\) is filthy, the converse is also true.
Proof. a) We have $\Gamma(2) = \langle T^2, ST^{-2}S^{-1}, -I \rangle$, so we have to show that these three matrices are elements of $\Gamma(O_2)$. We already know by Proposition 5.10 that $-I$ acts trivially. Using the notation of the proof of the above corollary, we calculate:

$$T^2 \cdot M(p_x, p_y) = T \cdot M(p_x, p_y) = M(p_x^2, p_y) \cong M(p_x, p_y),$$

$$ST^{-2}S^{-1} \cdot M(p_x, p_y) = ST^{-2} \cdot M(p_y, p_x) = S \cdot M(p_y, p_x) = M(p_x, p_y).$$

b) By a), the orbit of $O_2$ under $\text{SL}_2(\mathbb{Z})$ is the set of translates of $O_2$ under a set of coset representatives of $\Gamma(2)$ in $\text{SL}_2(\mathbb{Z})$. We have calculated them in the above corollary, and indeed they are associated to the dessins weakly isomorphic to $\beta$.

c) $\Rightarrow$: Let $\Gamma(2) = \Gamma(O_2)$, then by part b) we have

$$6 = |\text{SL}_2(\mathbb{Z}) \cdot O_2| \leq |W \cdot \beta| \leq 6$$

so we have equality and indeed $W_\emptyset$ is trivial.

$\Leftarrow$: For now, fix an element id $\neq w \in W$. By assumption, $\beta \neq \beta' := w \cdot \beta$. Let $\pi, \pi'$ be their pullbacks by $h$ as in Definition 5.1. By Lemma 5.10, we have $\pi \neq \pi'$. Now assume $O_2 \cong O_{\emptyset}$, so by Lemma 5.11 there exists a deck transformation $\varphi \in \text{Deck}(\Gamma[2])$ such that $\pi' \cong \varphi \circ \pi$. But since $\beta$ (and so $\beta'$) is filary, $\varphi$ has to fix $\lambda \in E$, so it is the identity. This is the desired contradiction to $\pi \neq \pi'$. By varying $w$ we get $|\text{SL}_2(\mathbb{Z}) \cdot O_2| = 6$, so in particular $\Gamma(O_2) = \Gamma(2)$.

\[\square\]

Part b) of the above theorem indicates a relationship between weakly isomorphic dessins and affinely equivalent M-Origamis. Let us understand this a bit more conceptually:

**Proposition 5.12.** The group $W$ from Definition and Remark 5.3 acts on the set of Origamis whose Veech group contains $\Gamma(2)$ via the group isomorphism

$$\phi : W \to \text{SL}_2(\mathbb{Z})/\Gamma(2), \begin{cases} s \mapsto S, \\ t \mapsto T. \end{cases}$$

Furthermore, the map $M : \beta \mapsto O_2$, sending a dessin to the corresponding M-Origami, is $W$-equivariant.

**Proof.** By the proof of Proposition 4.6c), the action of $\text{SL}_2(\mathbb{Z})$ on the set of Origamis whose Veech group contains $\Gamma(2)$ factors through $\Gamma(2)$. So any group homomorphism $G \to \text{SL}_2(\mathbb{Z})/\Gamma(2)$ defines an action of $G$ on this set. To see that the map $M$ is equivariant with respect to the actions of $W$ on dessins and M-Origamis, respectively, amounts to comparing the tables in Definition and Remark 5.3 and Corollary 5.11. \[\square\]

### 5.6. Cylinder decomposition.

By the results of the above section, for an M-Origami $O_2$ we find that $H/\Gamma(2) \cong \mathbb{P}_k \setminus \{0, 1, \infty\}$ covers its Origami curve $C(O_2)$ which therefore has at most three cusps. By Proposition 5.14a) this means that $O_2$ has at most three non-equivalent Strebel directions, namely $\left(\frac{1}{1}\right), \left(\frac{1}{2}\right)$ and $\left(\frac{1}{3}\right)$. For each of these, we will calculate the cylinder decomposition. Before, let us prove the following lemma which will help us assert a peculiar condition appearing in the calculation of the decomposition:

**Lemma 5.13.** Let $\beta$ be a Belyi morphism, and let $p_x, p_y, p_z$ be the monodromy around $0, 1, \infty$ as usual. If, for one cycle of $p_y$ that we denote w.l.o.g. by $(1 \ldots k), k \leq \text{deg}(\beta)$, we have

$$\forall i = 1, \ldots, k : p_y^2(i) = p_x^2(i) = i,$$

then the dessin representing $\beta$ appears in figure 5.6 (where $D_n, E_n, F_n$ and $G_n$ are dessins with $n$ black vertices—so we can even write $A = F_1, B = D_1, C = G_2$): Furthermore, under these conditions $\beta$ is defined over $\mathbb{Q}$. 

\[\textit{Note that this and the following lemma logically depend only on the calculations in the proof of Theorem}\]
Proof. The idea of the proof is to take cells of length 1 and 2 (this is the condition $p_2^2(i) = i$), bounded by edges, and glue them (preserving the orientation) around a white vertex $w$ until the cycle around this vertex is finished, i.e. until there are no more un-glued edges ending in $w$. The building blocks for this procedure are shown as $a$ and $a$ in the figure below. Note that it is not a priori clear that we end up with a closed surface in this process, but the proof will show that this is inevitable.

As a first step we consider in which ways we can identify edges or vertices within a cell of length 1 or 2, meeting the requirements that no black vertex shall have a valence $> 2$ (this is the condition $p_2^2(i) = i$) and that the gluing respects the colouring of the vertices. The reader is invited to check that figure 3 lists all the possible ways of doing this. Now we want to see in which ways we can glue these seven building blocks around the white vertex $w$. In the cases $b$, $b$ and $c$ we already have a closed surface, so we cannot attach any more cells, and end up with the dessins $A$, $B$ and $C$. If we start by attaching the cell $a$ to $w$, we can only attach other cells of that type to $w$. Note that we cannot attach anything else to the other white vertex, as this would force us to attach a cell of length $> 2$ to $w$. 

![Figure 3](image)
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in order to finish the cycle. So, in this case, we get the dessins of series D. Now consider the cell ze. It has 4 bounding edges. To each of its two sides, we can attach another copy of ze, leaving the number of bounding edges of the resulting object invariant, or a copy of 1a or 2d, both choices diminishing the number of boundary edges by 2. Having a chain of ze’s, we cannot glue their two boundary components, as this would not yield a topological surface but rather a sphere with two points identified. So to close the cycle around the white vertex w, we have to attach on either side either 1a or 2d. This way we get the series E, F and G. If, on the other hand, we start with a cell of types 1a or 2d, we note that we can only attach cells of type 1a, 2d or ze, so we get nothing new.

It might be surprising at first that constructing one cycle of \( p_y \) with the given properties already determines the whole dessin. Again, the reader is invited to list the possibilities we seem to have forgotten, and check that they are in fact already in our list.

Now, clearly all of the dessins of type A, . . . , E are determined by their cycle structure and hence defined over \( Q \).

After this lemma, we are able to calculate the decomposition of an M-Origami into maximal cylinders now. For a maximal cylinder of width \( w \) and height \( h \), we write that it is of type \( (w, h) \).

**Theorem 10.** Let \( O_\beta \) be an M-Origami associated to a dessin \( \beta \) which is given by a pair of permutations \( (p_x, p_y) \). Then we have:

a) If \((p_x, p_y)\) does not define one of the dessins listed in Lemma 5.13, then, in the Strebel direction \( \left( \frac{1}{h} \right) \), \( O_\beta \) has:

- for each fixed point of \( p_y \) one maximal cylinder of type \((2, 2)\),
- for each cycle of length 2 of \( p_y \) one maximal cylinder of type \((4, 2)\),
- for each cycle of length \( l > 2 \) of \( p_y \) two maximal cylinders of type \((2l, 1)\).

b) In particular, we have in this case:

\[ \# \text{max. horizontal cylinders} = 2 \cdot \# \text{cycles in } p_y - \# \text{fixed points of } p_y. \]

c) We get the maximal cylinders of \( O_\beta \) in the Strebel directions \( \left( \frac{1}{h} \right) \) and \( \left( \frac{1}{l} \right) \) if we replace in a) the pair \((p_x, p_y)\) by \((p_y, p_x)\) and \((p_y, p_z)\), respectively.

**Proof of Theorem 10.**

a) First we note that for each cycle \( c \) of \( p_y \) of length \( l \), we get two horizontal cylinders of length \( 2l \), one consisting of squares labelled \((1, j)\) and \((2, j)\), and one consisting of squares labelled \((3, j)\) and \((4, j)\)—the latter rather belonging to the corresponding inverse cycle in \( p_y^{-1} \). They are maximal iff there lie ramification points on both their boundaries (except in the trivial case where \( g(O_\beta) = 1 \). Since the map \( \pi \) from the construction of an M-Origami is always unramified over \( \lambda \) (see Theorem 8), there are ramification points on the boundary in the middle of such a pair of cylinders iff the corresponding cycle is not self inverse, i.e. \( l > 2 \).

On the other two boundary components, there are ramification points iff not for every entry \( j \) appearing in \( c \), we have \( p_x^2(j) = p_y^2(j) = 1 \). This is due to Lemma 5.3 and it is exactly the condition in Lemma 5.13.

b) is a direct consequence of a).

c) By Proposition 4.14 d) we know that the cylinders in vertical and diagonal direction are the horizontal ones of \( S^{-1} \cdot O_\beta \) and \((TS)^{-1} \cdot O_\beta \). As we know that \( S \equiv S^{-1} \) and \((TS)^{-1} \equiv ST \mod \Gamma(2)\) we read off the claim from the table in Corollary 6.13.

\( \square \)

Finally we list the maximal horizontal cylinders of the M-Origamis associated to the dessins of Lemma 5.13.
Remark 5.14. a) The M-Origami coming from $D_n$ has two maximal horizontal cylinders of type $(2n,2)$ for $n \geq 3$ (and else one of type $(2n,4)$).
b) The M-Origami coming from $E_n$ has one maximal horizontal cylinder of type $(4n,2)$.
c) The M-Origami coming from $F_n$ has one maximal horizontal cylinder of type $(4n-2,2)$.
d) The M-Origami coming from $G_n$ has one maximal horizontal cylinder of type $(4n-4,2)$.

5.7. Möller’s theorem and variations. We are now able to reprove Möller’s main result in [Möl] in an almost purely topological way. This will allow us to construct explicit examples of Origamis such that $Gal(\overline{Q}/Q)$ acts non-trivially on the corresponding Origami curves, which was not obviously possible in the original setting.

Let us reformulate Theorem 5.4 from [Möl]:

Theorem 11 (M. Möller). a) Let $\sigma \in Gal(\overline{Q}/Q)$ be an element of the absolute Galois group, and $\beta$ be a Belyi morphism corresponding to a clean tree, i.e. a dessin of genus 0, totally ramified over $\infty$, such that all the preimages of 1 are ramification points of order precisely 2, and assume that $\beta$ is not fixed by $\sigma$. Then we also have for the Origami curve $C(O_\beta)$ of the associated M-Origami: $C(O_\beta) \neq C(O_\beta)^\sigma$ (as subvarieties of $M_{\beta(n)}$).

b) In particular, the action of $Gal(\overline{Q}/Q)$ on the set of all Origami curves is faithful.

We will gather some lemmas which will enable us to reprove the above theorem within the scope of this work and to prove similar statements to part a) for other classes of dessins. Let us begin with the following simple

Lemma 5.15. Let $\beta \neq \beta'$ be two dessins, defined by $(p_x, p_y)$ and $(p'_x, p'_y)$, respectively. Then, for their pullbacks $\pi, \pi'$ as in Definition 5.3, we also have $\pi \neq \pi'$.

Proof. Let $\deg(\beta) = \deg(\beta') = d$ (if their degrees differ, the statement is trivially true). Now assume $\pi \cong \pi'$. This would imply the existence of a permutation $\alpha \in S_d$ such that $c_\alpha \circ m_x = m_{x'}$, where $c_\alpha$ is the conjugation by $\alpha$. By the proof of Theorem 5 we have $m_x(d) = p_x, m_x(a) = p_y$, so in particular $(c_\alpha(p_x), c_\alpha(p_y)) = (p'_x, p'_y)$, which contradicts the assertion that $\beta \neq \beta'$.

Next, let us check what happens after postcomposing [2], the multiplication by 2 on the elliptic curve. But we first need the following

Lemma 5.16. Let $\pi: X \to E$, $\pi': X' \to E$ be two coverings. If we have $[2] \circ \pi \cong [2] \circ \pi'$, then there is a deck transformation $\varphi \in \text{Deck}([2])$ such that $\varphi \circ \pi \cong \pi'$.

Proof. Clearly, $E$ is Hausdorff, and [2] is a normal covering, so we can apply Lemma 2.4.

Proposition 5.17. Assume we have a dessin $\beta$ given by $(p_x, p_y)$, and a Galois automorphism $\sigma \in Gal(\overline{Q}/Q)$ such that $\beta \neq \beta^\sigma$. If furthermore the 4-tuple $(p_x^2, p_y^2, p_z^2, 1) \in (S_d)^4$ contains one permutation with cycle structure distinct from the others, then we have $O_\beta \neq (O_\beta)^\sigma$.

Proof. First of all, what is $(O_\beta)^\sigma$? We chose $E$ to be defined over $Q$, so $E \cong E^\sigma$, and [2] is also defined over $Q$, so $[2] = [2]^\sigma$, and so $([2] \circ \pi)^\sigma = [2] \circ \pi'$ which means by definition that $(O_\beta)^\sigma = O_{\beta^\sigma}$.

Assume now $O_\beta \cong O_{\beta^\sigma}$. So by the above lemma, there is a deck transformation $\varphi \in \text{Deck}([2])$ such that $\varphi \circ \pi \cong \pi^\sigma$. The deck transformation group here acts by translations,
so in particular without fixed points. Note that by Lemma \textcolor{blue}{5.3}, the tuple \((p_x^2, p_y^2, p_z^2, 1)\) describes the ramification of \(\pi\) around the Weierstrass points, and the ramification behaviour of \(\pi^\sigma\) is the same. So, imposing the condition that one entry in this tuple shall have a cycle structure distinct from the others, it follows that \(\varphi = \text{id}\). So we have even \(\pi \cong \pi^\sigma\), and so by Lemma \textcolor{blue}{5.19} \(\beta \cong \beta^\sigma\), which contradicts the assumption. \(\Box\)

Now, we have all the tools together to prove Theorem \textcolor{blue}{1.1}.

**of Theorem \textcolor{blue}{1.1}**. The second claim follows from the first, as the action of \(\text{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})\) is faithful on trees, and it stays faithful if we restrict to clean ones. We have seen that in Theorem \textcolor{blue}{2}.

So, choose a nontrivial Galois automorphism \(\sigma\) and a clean tree \(\beta\) of degree \(d\) defined by \((p_x, p_y)\) such that \(\beta \not\cong \beta^\sigma\).

First we check the condition of Proposition \textcolor{blue}{5.17} by showing that the cycle structure of \(p_x^2\) is distinct from the others. \(p_x^2\) consists of two cycles because purity implies even parity of \(d\). As \(\beta \not\cong \beta^\sigma\), surely \(d > 2\), so \(p_x^2 \neq 1\), and so it is distinct from \(p_y^2 = 1\). Because of the purity, the dessin \(\beta\) has \(\frac{d}{2}\) white vertices, and so \(\frac{d}{2} + 1\) black vertices, which is a lower bound for the number of cycles in \(p_x^2\). Again, from \(d > 2\) we conclude that \(p_x^2\) must consist of at least 3 cycles and therefore cannot be conjugate to \(p_y^2\).

We claim now that \(\Omega_{p_y} \neq \Omega_{p_y^\sigma}\) are not affinely equivalent. By Theorem \textcolor{blue}{4} and Corollary \textcolor{blue}{5.11}, this amounts to checking that \(\beta\) and \(\beta^\sigma\) are not weakly isomorphic. As we will see later in an example, this cannot be assumed in general, but in this case \(p_x, p_y, p_z\) consist of \(\frac{d}{2} + 1\) cycles, \(\frac{d}{2}\) cycles and 1 cycle, respectively, so any weak isomorphism would actually have to be an isomorphism, which we excluded.

So, by Proposition \textcolor{blue}{1.14}, \(C(\Omega_{p}) \neq C(\Omega_{p^\sigma})\) as embedded curves in the moduli space. But as we saw in the proof of Proposition \textcolor{blue}{5.17}, the latter is equal to \(C((\Omega_{p})^\sigma)\), which is in turn equal to \((C(\Omega_{p}))^\sigma\) by Proposition \textcolor{blue}{5.12} b). Altogether we found, for an arbitrary \(\sigma \in \text{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})\), an Origami \(O\) such that

\[
C(O) \neq (C(O))^\sigma.
\]

So indeed, the absolute Galois group acts faithfully on the set of Origami curves. \(\Box\)

Inspecting our results that we used to prove Möller’s theorem more closely, we see that we can actually use them to give a bigger class of dessins \(\beta\) for which we know that from \(\beta^\sigma \not\cong \beta\) follows \(C(\Omega_{\beta}) \neq (C(\Omega_{\beta}))^\sigma\):

**Theorem 12.** Let \(\beta\) be a dessin such that \(\beta^\sigma \not\cong \beta\) for some \(\sigma \in \text{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})\).

a) If \(\beta\) is a tree or a filthy dessin, then \(\Omega_{\beta} \neq \Omega_{\beta^\sigma}\).

b) If furthermore \(M(\beta) = M_{\beta}\) (in the sense of Definitions \textcolor{blue}{3.11} and \textcolor{blue}{3.12}), then we have \(C(\Omega_{\beta}) \neq (C(\Omega_{\beta}))^\sigma\).

**Proof.** For part a), remember that a dessin with monodromy given by \((p_x, p_y)\) is said to be filthy if it is not weakly isomorphic to a pre-clean one, i.e. \(1 \not\in \{p_x^2, p_y^2, p_z^2\}\). So the condition of Proposition \textcolor{blue}{5.17} is satisfied for the permutation 1.

The case of \(\beta\) being a tree is a little bit more tricky. We want to show that the cycle structure of \(p_x^2\) is unique. \(\beta\) is totally ramified over \(\infty\), so \(p_x^2\) has one cycle if \(d = \deg(\beta)\) is odd and two if it is even. First assume it to be odd. If \(p_x^2\) (and so \(p_x\)) also had only one cycle, then we had \(\beta : z \mapsto z^d\) which contradicts the assumption \(\beta \not\cong \beta^\sigma\). We repeat the argument for \(p_y\). Clearly \(d > 1\), so \(p_x^2 \neq 1\).
Assume now $d \in 2\mathbb{Z}$, so $p_2^2$ has two cycles of length $\frac{d}{2}$. Assume $p_2^2$ to be conjugate to it, then $p_3$ has either one cycle of length $d$ or two of length $\frac{d}{2}$. We already discussed the first case, and in the latter one, there is, for every $d$, only one tree with that property:

So in particular it is defined over $\mathbb{Q}$, which contradicts the hypothesis $\beta \not\cong \beta^\sigma$. Again we repeat the argument for $p_2$, and as surely $d > 2$ we have $p_2^2 \neq 1$.

For part b), we have to check that $O_\beta$ and $O_\beta^\sigma$ are not affinely equivalent. Again by Theorem 8b) this is equivalent to $\beta$ and $\beta^\sigma$ not being weakly isomorphic. But indeed, the condition $M(\beta) = M_\beta$ implies that whenever $\beta$ and $\beta^\sigma$ are weakly isomorphic for some $\sigma \in \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$, we have actually $\beta \cong \beta^\sigma$.

Note that Example 6.3 shows that the condition $M(\beta) = M_\beta$ is actually necessary: the Galois orbit of dessins considered in that example contains a pair of filthy trees which are weakly isomorphic. By the above arguments, the corresponding M-Origamis are distinct but affinely equivalent.

From Corollary 6.8 we know that in order to act faithfully on the Teichmüller curves of M-Origamis, the absolute Galois group must act non-trivially on the Teichmüller curves of M-Origamis of genus $g$ for infinitely many $g$. In fact, one can show that it acts non-trivially for each $g \geq 4$. This is done in [Nis1], Proposition 4.22).

6. Examples

We will now illustrate the results of the previous section by some examples. First, we will construct two non-trivial Galois orbits of Origami curves. To do so, we take two orbits of dessins from [BZ1], and feed them into the M-Origami-machine. Then, we will amend them with two examples showing that every arithmetic subgroup $\text{SL}_2(\mathbb{Z})$ of level 2 actually appears as the Veech group of an M-Origami.

Example 6.1. Consider the following Galois orbit of dessins:

The dessins are given by Belyi polynomials of the form

$$\beta(z) = z^3 (z - a)^2 \left( z^2 + \left(2a - \frac{7}{2}\right) z + \frac{8}{5} a^2 - \frac{28}{5} a + \frac{21}{5} \right),$$

where $a$ runs through the three complex roots of the polynomial

$$24a^3 - 84a^2 + 98a - 35,$$

one of which is real and the other two of which are complex conjugate.
We number the edges in such a way that for all three we get $p_x = (1\ 2\ 3)(4\ 5)$ and, in the ordering of the picture, we get
\[
p_y^{(1)} = (3\ 4)(5\ 6\ 7), \quad p_y^{(2)} = (2\ 7)(3\ 6\ 4), \quad p_y^{(3)} = (1\ 7)(3\ 4\ 6).
\]

First, we write down the monodromy of the corresponding M-Origamis, using Theorem 8. For all of them, we can choose $p_B$ to be
\[
p_B = (1\ 3\ 9\ 11\ 5\ 7)(2\ 4\ 6\ 8\ 10\ 12)(13\ 15\ 17\ 19)(14\ 16\ 18\ 20)
\quad (21\ 23)(22\ 24)(25\ 27)(26\ 28)
\]
and further we calculate
\[
p_A^{(1)} = (1\ 2)(3\ 4)(5\ 6)(7\ 8)(9\ 10\ 13\ 14)(11\ 12\ 15\ 16)
\quad (17\ 18\ 21\ 22\ 25\ 26)(19\ 20\ 27\ 28\ 23\ 24),
\]
\[
p_A^{(2)} = (1\ 2)(3\ 4)(5\ 6\ 25\ 26)(7\ 8\ 27\ 28)(9\ 10\ 21\ 22\ 13\ 14)
\quad (11\ 12\ 15\ 16\ 23\ 24)(17\ 18)(19\ 20),
\]
\[
p_A^{(3)} = (1\ 2\ 25\ 26)(3\ 4\ 27\ 28)(5\ 6)(7\ 8)(9\ 10\ 13\ 14\ 21\ 22)
\quad (11\ 12\ 23\ 24\ 15\ 16)(17\ 18)(19\ 20).
\]

Now let us draw the Origamis—numbers in small print shall indicate the gluing. We can do that in a way that exhibits the mirror symmetry of the first one (which shows that the Origami, and thus its curve, is defined over $\mathbb{R}$), and the fact that the other two are mirror images of each other, i.e. they are exchanged by the complex conjugation.

![Diagram of M-Origamis]

\[
\begin{array}{c}
\begin{array}{c|c}
\hline
9 & 6 \\
\hline
4 & 3 & 4 & 3 \\
\hline
2 & 1 & 2 & 1 \\
\hline
7 & 12 & 15 & 16 & 11 & 3 \\
\hline
9 & 10 & 13 & 14 & 9 & 10 \\
\hline
27 & 25 & 26 & 28 & 23 & 26 \\
\hline
20 & 27 & 28 & 35 & 16 & 23 & 24 & 19 \\
\hline
25 & 26 & 21 & 22 & 24 \\
\end{array}
\end{array}
\quad \begin{array}{c}
\begin{array}{c|c}
\hline
1 & 10 \\
\hline
8 & 7 & 8 & 7 \\
\hline
12 & 17 & 16 & 11 & 11 \\
\hline
19 & 20 & 27 & 28 & 23 & 24 \\
\hline
22 & 25 & 26 & 17 & 18 & 21 & 22 & 25 \\
\hline
20 & 27 & 28 & 35 & 16 & 23 & 24 & 19 \\
\hline
25 & 26 & 21 & 22 & 24 \\
\end{array}
\end{array}
\]
\]
Using Proposition 5.4 and Remark 5.3, we see that all of these three M-Origamis of degree 28 have genus 6 and 18 punctures. The interesting fact is that the three dessins admit a weak automorphism lying over $z \mapsto 1 - z$, i.e. they stay the same after exchanging white and black vertices. By Corollary 5.11, this means that $S$ is contained in each of their Veech groups. $T$ is contained in neither of them, because by the same corollary this cannot happen for nontrivial trees, and so all three have the Veech group generated by $\Gamma(2)$ and $S$, so their Teichmüller curves have genus 0 with 2 cusps, and no two of these Teichmüller curves coincide.

**Example 6.2.** There is a second non-trivial Galois orbit of genus 0 dessins of degree 7:

\[
\beta(z) = z^3(z - a)^2 \left( z^2 + \left( \frac{4}{3}a^5 - \frac{34}{15}a^4 + \frac{26}{15}a^3 + \frac{7}{5}a^2 + \frac{20}{3}a - \frac{28}{5} \right)z \\
- \frac{8}{15}a^5 - \frac{32}{75}a^4 + \frac{172}{75}a^3 + \frac{148}{75}a^2 - \frac{14}{5}a - \frac{287}{75} \right),
\]

where $a$ runs through the six complex roots of the following polynomial:

\[
20a^6 - 84a^5 + 84a^4 + 56a^3 - 294a + 245
\]

As they have the same cycle structure as the three in the Galois orbit discussed in the previous example, the resulting M-Origamis are of course combinatorially equivalent to them: They also are of degree 28 and genus 6, and they have 18 punctures. (We omit to draw them here.) But something is different here: the weak automorphism group of each of these dessins is trivial. To see this, note that an element of the Group $W$ stabilising a tree (that is not the dessin of $z \mapsto z^n$, or $z \mapsto (1 - z)^n$) has to fix $\infty$, so it is
either the identity or the element \( s \) which acts by exchanging the white and black vertices. Indeed, none of these six dessins keep fixed under \( s \) (but interestingly the whole orbit does). As these dessins are filth, we conclude by Theorem 1 that all six corresponding M-Origamis have Veech group \( \Gamma(2) \). Furthermore, the two columns of the picture are complex conjugate to each other, and we get the first row from the second by applying \( s \)—which is also the case for the two dessins from the last row. So what is the situation here? We get three Teichmüller curves, the first two containing the Origamis associated to the two upper left and upper right dessins, respectively. They are interchanged by the complex conjugation. The third curve contains the two other Origamis, associated to the bottom row, so this Teichmüller curve is stabilised under the action of the complex conjugation, and hence defined over \( \mathbb{R} \).

Let us turn away from the Galois action now and concentrate on the possible Veech groups of M-Origamis. As we have learned in Proposition 5.12, it is closely connected to the weak automorphism group \( W_{\beta} \) of the underlying dessin. The remaining possibilities (up to conjugation) not discussed in the two previous examples are \( W_{\beta} = W \cong S_4 \) and \( W_{\beta} = \langle s \rangle \cong \mathbb{Z}/3\mathbb{Z} \). We will indeed present nontrivial examples of such dessins. It would be interesting to have a classification of dessins with these weak automorphism groups.

**Example 6.3.** Here, we construct an infinite series of M-Origamis with Veech group \( \text{SL}_2(\mathbb{Z}) \). It is quite noteworthy that only the two simplest Origamis in this series are characteristic. An Origami \( O = (f : X \to E) \) is called characteristic if \( f_1(\pi_1(X)) \subseteq \pi_1(E) \cong F_2 \) is a characteristic subgroup. For a detailed account of characteristic Origamis see [Her06].

We begin with the following series of dessins that S. Kühnlein came up with:

Let \( n \geq 2 \). Consider on the set \((\mathbb{Z}/n\mathbb{Z})^2\) the following two maps:

\[
p_x : (k, l) \mapsto (k + 1, l), \quad p_y : (k, l) \mapsto (k, l + 1).
\]

They are clearly bijective, so we can regard them as elements of \( S_{n^2} \). Note that they commute. Also, as \( p_x^2 p_y(0, 0) = (k, l) \), they generate a transitive subgroup of \( S_{n^2} \) and so \( (p_x, p_y) \) defines a dessin \( K_n \) of degree \( n^2 \). We calculate its monodromy around \( \infty \) as \( p_z = p_x^{-1} p_y^{-1} : (k, l) \mapsto (k - 1, l - 1) \) and define

\[
c : (k, l) \mapsto (l, k), \quad d : (k, l) \mapsto (-k, l - k).
\]

As \( c^2 = d^2 = id \), both \( c \) and \( d \) are also bijective and thus elements of \( S_{n^2} \). Furthermore we easily verify that

\[
c^{-1} p_x c = p_y, \quad c^{-1} p_y c = p_x, \quad d^{-1} p_x d = p_z, \quad d^{-1} p_y d = p_y,
\]

so we find that \( s \cdot K_n \equiv t \cdot K_n \cong K_n \) and thus by Definition and Remark 3.3, \( W_{K_n} = W \). Before we go on, we calculate the genus of \( K_n \). The permutation \( p_x \) consists of \( n \) cycles (of length \( n \)), and so do \( p_y \) and \( p_z \). As its degree is \( n^2 \), by the Euler formula we get \( 2 - 2g(K_n) = 2n - n^2 + n \) and thus

\[
g(K_n) = \frac{n^2 - 3n + 2}{2}.
\]

Now, look at the associated M-Origami \( O_{K_n} \) of degree \( 4n^2 \). By the considerations above, we know that it has Veech group \( \text{SL}_2(\mathbb{Z}) \). But since for \( n \geq 3 \), we have \( 1 \notin \{p_x^2, p_y^2, p_z^2\} \), the group of translations cannot act transitively on the squares of \( O_{K_n} \), which therefore is not a normal and specifically not a characteristic Origami. According to a remark in [Her06], it seems as if not many examples are known for non-characteristic Origamis with full Veech group \( \text{SL}_2(\mathbb{Z}) \). Let us close the example by calculating the genus of \( O_{K_n} \).

We use the formula from Proposition 5.6 and therefore we have to count the cycles of
even length in $p_x$, $p_y$ and $p_z$. We have

$$g_0 = g_1 = g_{\infty} = \begin{cases} n, & n \in 2\mathbb{Z} \\ 0, & n \in 2\mathbb{Z} + 1 \end{cases}$$

and therefore

$$g(O_{K_n}) = g(K_n) + n^2 - \frac{1}{2}(g_0 + g_1 + g_{\infty}) = \begin{cases} \frac{3n^2 - 6n + 2}{2}, & n \in 2\mathbb{Z} \\ \frac{3n^2 - 3n + 2}{2}, & n \in 2\mathbb{Z} + 1 \end{cases}.$$ 

**Example 6.4.** Consider the following genus 1 dessin $\beta$:

![Graph](image)

Its monodromy is given by $p_x = (1 3 4 5)(2 6)$ and $p_y = (2 1 4 5)(3 6)$. We set $c := (1 2 3)$ and easily check

$$cp_x c^{-1} = p_y, \ cp_y c^{-1} = p_z = p_x^{-1}p_y^{-1}, \ cp_z c^{-1} = p_x.$$ 

It can be easily verified that no permutation in the centraliser of $p_z$ exchanges $p_x$ and $p_y$ by conjugation, so the weak isomorphism group $W_{\gamma}$ is indeed generated by $st$ and of order 3. So we have $(\Gamma(2).ST) \subseteq \Gamma(O_{\beta})$. Since $\beta$ is filthy, we can conclude as in the proof of Theorem 6.1(c) that $O_{\beta} \not\subseteq S \cdot O_{\beta}$, so indeed we have $\Gamma(O_{\beta}) = (\Gamma(2).ST)$.

Considering all four examples (plus the $SL_2(\mathbb{Z})$-orbit of the second one) we thus get:

**Proposition 6.5.** Every congruence subgroup of $SL_2(\mathbb{Z})$ of level 2 appears as the Veech group of an M-Origami.
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