ANALYTICAL SOLUTION OF A GAS RELEASE PROBLEM CONSIDERING PERMEATION WITH TIME-DEPENDENT BOUNDARY CONDITIONS
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ABSTRACT

In preparation for determining material properties such as Sieverts’ constant (solubility) and diffusivity (transport rate) we give a detailed discussion on a model describing some gas release experiment. Aiming to simulate the time-dependent hydrogen fluxes and concentration profiles efficiently, we provide an analytical solution for the diffusion equations on a cylindrical specimen and a cylindrical container for three boundary conditions (B.C.). These (B.C.) occur in three phases – loading phase, evacuation phase and gas release phase. In the loading phase the specimen is charged with hydrogen assuring a constant partial pressure of hydrogen. The gas will be quickly removed in the second phase, in the third phase, the hydrogen is released from the specimen to the gaseous phase. The diffusion equation in each phase is a simple homogeneous equation. Due to the complex time-dependent (B.C.) we transform the homogeneous equations to the non-homogeneous ones with a zero Dirichlet (B.C.). Compared with the time consuming numerical methods our analytical approach has an advantage that the flux of desorbed hydrogen can be explicitly given and therefore can be evaluated efficiently. Our analytical solution also assures that the (B.C.) are exactly satisfied. The interaction between specimen and container is taken into account.
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1. INTRODUCTION

The diffusion of hydrogen in metals plays a role in metallurgy, vacuum technology and many disciplines of process and energy engineering. In the field of nuclear fusion (where this present work originates), hydrogen isotopes are the fuel for the energy producing fusion reaction. Consequently, hydrogen is present in many parts (inside and outside of the fusion core) of present

*This is a joint work between the Institute of Neutron Physics and Reactor Technology and the Institute for Analysis at KIT. The leading author is highlighted.
day fusion experiments and future power plants. The interaction of hydrogen with the contacted equipment in terms of absorption and permeation relates to safety, fuel budget and lifetime of the components. The present work is part of an endeavor to complete the available foundation of data and modelling theories on the diffusion and permeation of hydrogen isotopes in steel at fusion-relevant conditions. Characteristic conditions are: low hydrogen partial pressures (1 – 1000 Pa), co-permeation of hydrogen isotopes (H, D, T), manufacturing and heat treatment techniques which modify surface and grain structure, and finally the effects of energetic neutron irradiation on the material lattice and transmutation. Experiments are needed to determine material properties such as the Sieverts’ constant ($k_s$) and Diffusivity ($D$) as function of relevant conditions (temperature, partial pressure) for various material processing histories, including neutron irradiation. So-called gas release experiments are studied as promising technique to investigate relatively small irradiated steel specimens. The objective of the presented work is to provide efficient methods to simulate the time-dependent hydrogen fluxes $j(t)$ and concentration fields $c(r, z, t)$ of such experiments. While numerical methods such as finite differences (FDM) [9] or finite volume methods (FVM) [4] allow the analysis of arbitrary 3D geometries, their numerical cost is relatively high (hours to days per single run). On the other hand, there is demand for fast and efficient execution of large number of runs: First, for parameter-variation studies during the experimental design phase to optimize setup and boundary conditions for uncertainty reduction, and second for derivation of the transport parameters $\{D, k_s\}$ from measured experimental signals by iterative methods such as the branch-and-bound algorithm [10]. In both cases, hundreds or thousands of runs are needed per task. Therefore, we developed analytical solutions to describe the time-dependent concentration profiles and surface fluxes for specimens and components of a gas-release experiment in 2D cylindrical coordinates ($r, z$).
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(a) Pressure curve during the experiment.  
(b) Setup of the experiment.

Figure 1: Gas Release Experiment.

2. Gas Release Experiments

In the considered gas release experiments, cylindrical specimens/samples are placed in a hermetic enclosure formed by an annular can with upper and lower disk-like caps (See Figure 1b). The
enclosure is attached to process equipment, namely a pressure measurement device, a hydrogen gas supply and a vacuum pump. We assume isothermal conditions for the following mathematical derivations. A gas release experiment is run in the following phases (see Figure 1a):

1. **Loading phase** \((t_0 = 0 \leq t \leq t_1)\): the gas supply system assures a constant partial pressure of hydrogen \(p_L\) in the enclosure throughout the loading time (This is realized by constantly flushing the enclosure with a mixture of inert gas and hydrogen at constant total pressure). During this phase, hydrogen is solved in the specimen (and the enclosure walls) and concentration profiles evolve.

2. **Evacuation** \((t_1 \leq t \leq t_2)\): the gas is pumped out of the enclosure (very fast) down to a residual level \(p_{\text{res}}\). The pumping interval must be limited, because some hydrogen is already lost from the specimen during the pumping.

3. **Gas release phase** \((t \geq t_2)\): hydrogen is released from the specimen (and the enclosure walls) to the gas phase, until an equilibrium between the \(H_2\) in the gas phase and the concentration of the solute hydrogen atoms \(H\) in the specimen's metal lattice satisfies the Sieverts' law, \(c_H = k_s \sqrt{p_{H_2}}\). The hydrogen flux from the surface \(J_H(t)\) accumulates in the enclosure volume as molecular hydrogen \(n_{H_2}(t) = \frac{1}{2} \int_{\tau=0}^{t} J_H(\tau) d\tau\), and builds up the pressure \(p_{H_2}(t) = n(t) \cdot \frac{R T}{V_e}\), which is the primary measurement signal of a gas release experiment.\(^1\)

In a simplified view, the rise-time of a gas release experiment contains the information on the diffusivity, while the steady state pressure level relates to the Sieverts constant. However, for realistic experimental setups, it is necessary to consider the hydrogen flux budget of all involved components and volumes. The presented approach therefore includes the wall of the can, which is an inevitable contributor to the hydrogen budget.

In the following we give a detailed discussion of the analytic solution and apply this to a planned gas release experiment. The Sections 2.3-2.5 are devoted to the analytic solution of the model defined in Section 2.2. In Section 2.6 the obtained solutions are compared to an existing model that can't describe the interaction of specimen and container. In Section 2.7 the solution is compared to numerical simulations. In Section 2.8 we give an example application of the results.

**Remark:** The main focus of the paper on hands is to derive the solutions to the model given in the Equations (1) and (2) and proofing that the contribution from the walls of the container are treatable. Thus we do not give a full discussion on the computational methods used to implement solutions such as in Equation (48).

It is reasonable to plot profiles for some known values of \(k_s, D_s\) and \(k_c, D_c\) in order to check the results obtained. In detail we will use for the specimen \((k_s = 1.829 e^{-3} \text{ mol/m}^3\sqrt{\text{Pa}}, D_s = 7.879 e^{-9} \text{ m}^2/\text{s})\) and for the container \((k_s^{(c)} = 5.914 e^{-4} \text{ mol/m}^3\sqrt{\text{Pa}}, D_c = 8.257 e^{-10} \text{ m}^2/\text{s})\). These parameters resemble a specimen made of steel (Eurofer, 9\%\ wt Cr, 1\%\ wt W) and a container made of copper.

\(^1\)In the following sections, all pressures refer to molecular gas, i.e. \(H_2\), and all concentrations refer to solute atomic hydrogen. The indices \(H_2\) and \(H\) are usually dropped for better readability.
2.1 Analytic Model of the Gas Release Experiment

The Diffusion Equation is a well understood partial differential equation. Still, the analytical solution to special geometries may be hard to find or even does not exist at all. In order to describe the given experiment one struggles with time-dependent boundary conditions coupling the Diffusion Equation in several bodies. In the following we provide the analytical solution in the first two time intervals to the problem. We suggest an approach to the analytical solution in the third time interval.

We extend the existing model by Sedano et al. in [5] for the two dimensional case and in addition we apply the principle to the surrounding container. Note that there is already an extensive discussion of the experiment and on a numerical approach using some Finite Difference Method in [9]. See [2] for a detailed discussion on a problem considering heat conduction in a cylindrical solid.

2.2 Diffusion Equation with Time-Dependent Boundary Conditions

We assume an idealized cylindrical geometry for the experimental setup and discuss the analytical solution to the Diffusion Equation also known as Heat Equation for different time-dependent boundary conditions on a cylinder.

The concentration distribution in the specimen in the time interval $[t_i, t_{i+1}] \subset \mathbb{R}^+$ is given by

$$\begin{align*}
\frac{\partial c_i}{\partial t}(r, \varphi, z, t) - D_s \Delta c_i(r, \varphi, z, t) &= 0 \quad (r, \varphi, z) \in U, t \in [t_i, t_{i+1}], \\
c_i(r, \varphi, z, t) &= k_s \sqrt{p_i(t)} \quad (r, \varphi, z) \in \partial U, t \in [t_i, t_{i+1}], \\
c_i(r, \varphi, z, t_i) &= c_{i-1}(r, \varphi, z, t_i) \quad (r, \varphi, z) \in U.
\end{align*}$$

(1)

The set $U := [0, R] \times [0, 2\pi] \times [-L/2, L/2] \subset \mathbb{R}^3$ is a compact set describing the specimen. We assume $t_0 = 0$ and $t_i < t_{i+1}$ for $i \in \{0, 1, 2\}$ and $p_i : [t_i, t_{i+1}] \to \mathbb{R}$ to be the pressure of the gaseous phase. The constants $D_s$ and $k_s$ are positive real numbers. We assume that $c_0(r, \varphi, z, t_0) \equiv 0$.

The concentration distribution in the container can be described with

$$\begin{align*}
\frac{\partial u_i}{\partial t}(r, \varphi, z, t) - D_c \Delta u_i(r, \varphi, z, t) &= 0 \quad (r, \varphi, z) \in V, t \in [t_i, t_{i+1}], \\
u_i(r, \varphi, z, t) &= k_s^{(c)} \sqrt{p_i(t)} \quad (r, \varphi, z) \in \partial V_-, t \in [t_i, t_{i+1}], \\
u_i(r, \varphi, z, t) &= 0 \quad (r, \varphi, z) \in \partial V_+, t \in [t_i, t_{i+1}], \\
u_i(r, \varphi, z, t_i) &= u_{i-1}(r, \varphi, z, t_i) \quad (r, \varphi, z) \in V.
\end{align*}$$

(2)

Here $V = [R_1, R_2] \times [0, 2\pi] \times \mathbb{R} \subset \mathbb{R}^3$ is a set describing the container, $\partial V_- := R_1 \times [0, 2\pi] \times \mathbb{R}$ denotes the inner surface and $\partial V_+ := R_2 \times [0, 2\pi] \times \mathbb{R}$ the outer surface. The constants $D_c$ and $k_s^{(c)}$ are positive real numbers. For simplification we shall assume that the container is an infinitely long hollow cylinder.

Note that the Laplace Operator in cylindrical coordinates reads

$$\Delta = \frac{1}{r}\frac{\partial}{\partial r} + \frac{1}{r^2}\frac{\partial^2}{\partial \varphi^2} + \frac{\partial^2}{\partial z^2}. \quad (3)$$
By symmetry arguments we have
\[ \partial_z u_i \equiv \partial_t u_i \equiv 0, \quad \partial_r c_i \equiv 0, \quad (4) \]
\[ \partial_z c_i(r, \varphi, 0, t) = 0 \quad \forall (r, \varphi) \in [0, R] \times [0, 2\pi) \quad \text{and} \quad t \in \mathbb{R}_+, \quad (5) \]
\[ \partial_t c_i(0, \varphi, z, t) = 0 \quad \forall (\varphi, z) \in [0, 2\pi) \times \left[ \frac{-L}{2}, \frac{L}{2} \right] \quad \text{and} \quad t \in \mathbb{R}_+, \quad (6) \]
\[ \partial_z u_i(r, \varphi, 0, t) = 0 \quad \forall (r, \varphi) \in [R_1, R_2] \times [0, 2\pi) \quad \text{and} \quad t \in \mathbb{R}_+, \quad (7) \]
and hence it is convenient to assume \( c_i : [0, R] \times \left[ \frac{-L}{2}, \frac{L}{2} \right] \rightarrow \mathbb{R} \) and \( u_i : [R_1, R_2] \times \mathbb{R} \rightarrow \mathbb{R} \). Note that Equation (7) is redundant, but was added for completeness. For the rest of the paper we assume the simplifications stated above. For sufficiently smooth \( p \) the solution to (1) and (2) exists as we conclude below and is given using Duhamel’s principle. See [1][Theorem 5.3.2.] for explanation.

In order to apply Duhamel’s formula it is necessary to transform (1) and (2) for zero boundary conditions. Thus, we define
\[ g_i(r, z, t) := c_i(r, z, t) - k_s \sqrt{p_i(t)}, \quad (8) \]
\[ h_i(r, t) := u_i(r, t) - \omega(r) k_s^{(c)} \sqrt{p_i(t)}, \quad (9) \]
for all \((r, z) \in U\) respectively \(r \in V\) and \(t \in [t_i, t_{i+1}]\). Since the boundary condition at the edge of the container for \(r = R_1\) differs from the condition at \(r = R_2\) one has to interpolate between both sides with some function \(\omega : [R_1, R_2] \rightarrow [0, 1]\) with \(\omega(R_1) = 1\) and \(\omega(R_2) = 0\). As in [2] suggested, it is convenient to use the function
\[ \omega(r) := \frac{\log(r) - \log(R_1)}{\log(R_1) - \log(R_2)} \quad (10) \]
since the logarithm is the Green’s function to the radial Laplace operator and thus \(\Delta \omega \equiv 0\).

The functions \(g_i, h_i\) fulfill the corresponding non-homogeneous equations
\[
\begin{cases}
\partial_t g_i(r, z, t) - D_s \Delta g_i(r, z, t) = -k_s \sqrt{p_i(t)} := f_{i,s}(t - t_i) & (r, z) \in U, t \in [t_i, t_{i+1}], \\
g_i(r, z, t) = 0 & (r, z) \in \partial U, t \in [t_i, t_{i+1}], \\
g_i(r, z, t_i) = g_{i-1}(r, z, t_i) & (r, z) \in U, 
\end{cases}
\]
and
\[
\begin{cases}
\partial_t h_i(r, t) - D_c \Delta h_i(r, t) = \omega(r) f_{i,v}(t - t_i) & r \in V, t \in [t_i, t_{i+1}], \\
h_i(r, t) = 0 & r \in \partial V, t \in [t_i, t_{i+1}], \\
h_i(r, t_i) = h_{i-1}(r, t_i) & r \in V. 
\end{cases}
\]

The solutions to these non-homegeneous Heat Equations are well known for a large class of functions \(f_{i,v}(t), f_{i,s}(t)\). See for example [6][§20] for the isobaric case \(\partial_t f_{i,v} = \partial_t f_{i,s} = 0\).

### 2.3 Duhamel’s Formula

In general we recommend [8] for an easy accessible introduction on solving this particular type of PDE’s. The solution to the Equations (11) and (12) is given by Duhamel’s formula, see
These eigenfunctions. Denote the eigenfunctions of $\Delta$ on $V$ with zero boundary conditions as $\varphi_{m,n}$ and the eigenvalues as $-\lambda^2_{m,n}$. Using standard techniques for example provided in [2] and [6] one finds

$$\varphi_{m,n}(r,z) = \frac{2}{RJ_1(x_m)}J_0\left(\frac{r}{R}\right)\cos\left(\frac{(2n+1)\pi}{L}z\right) \quad (m,n) \in \mathbb{N}_0^2,$$

$$\lambda^2_{m,n} = \left(\frac{x_m}{R}\right)^2 + \left(\frac{(2n+1)\pi}{L}\right)^2 \quad (m,n) \in \mathbb{N}_0^2. \quad (15)$$

Here $\mathbb{N}_0$ denotes the natural numbers including zero, $J_0$ is the zero order Bessel function of the first kind and $x_m$ its $m$-th zero point. Since Bessel functions and the cosine form a complete orthogonal family (see for example [3]) one can extend $f_{i,s}$ and $g_{i-1}$ in Equation (13) using these eigenfunctions. Denote the eigenfunctions of $\Delta$ on $V$ with zero boundary conditions as $\psi_n$. Using standard techniques one finds

$$\psi_n(r) = \frac{-Y_0(y_nR_1)}{J_0(y_nR_1)}J_0(y_nr) + Y_0(y_nr), \quad n \in \mathbb{N}_0 \quad (17)$$

with $Y_0$ the zero order Bessel function of the second kind, sometimes referred as Neumann’s function, and $y_n$ the $n$-th zero point of the polynomial,

$$\det\begin{pmatrix} J_0(yR_1) & Y_0(yR_1) \\ J_0(yR_2) & Y_0(yR_2) \end{pmatrix} = J_0(yR_1)Y_0(yR_2) - J_0(yR_2)Y_0(yR_1). \quad (18)$$

Note that the functions $\psi_n$ are not normalized until now. The corresponding eigenvalues are $\omega_n = -y_n^2$. The zero point $y_n$ can either computed numerically or estimated using the asymptotic behavior of Bessel’s and Neumann’s functions as

$$y_n \approx \frac{n\pi}{R_2 - R_1}, \quad n \in \mathbb{N}. \quad (19)$$

We give a short justification for the eigenfunctions and eigenvalues stated in the Equations (15) - (19) in the appendix APPENDIX A1.
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Figure 2: Some eigenfunctions in both domains.

2.4 Solution for each Time Interval

Since the solutions presented in the following don’t use higher order Bessel functions, and since the inhomogeneity as well the initial functions in the Equations (11) are (12) are regular except for \( t = 0 \) we do not expect problems arising in then numerical implementation of the following solutions. Using the Equation (13) and the eigenfunctions and values assigned in the Equations (15) and (16) the solution to Equation (11) in each time interval is given by

\[
g_i = \sum_{m,n} \left( \exp\left[-\lambda_{m,n}^2 D_s t \right] \langle \varphi_{m,n}, g_{i-1} \rangle \right)
+ \int \exp\left[-\lambda_{m,n}^2 D_s (t - s) \right] \langle \varphi_{m,n}, f_{i,s} \rangle \, ds \right) \varphi_{m,n}.
\] (20)

Note that whenever we do not specify the limits of the integral we mean the antiderivative. The product \( \langle \cdot, \cdot \rangle \) is given by the orthogonality relation of Bessel’s functions as

\[
\langle f, g \rangle = \int \int_{[0,R] \times [-\frac{L}{2}, \frac{L}{2}]} f(r,z) g(r,z) r \frac{d(r,z)}{L}.
\] (21)

Thus one has \( \langle \varphi_{m,n}, \varphi_{k,l} \rangle = \delta_{km} \delta_{ln} \). Note that the function (15) is indeed normalized, as we show in APPENDIX A2. The spectral decomposition of \( \Delta \) is an orthogonal family in \( L^2 \). Hence, the Equation (20) will converge in a \( L^2 \) sense if the functions \( g_{i-1}, f_{i,s} \) are regular. Analogously one can derive for the container

\[
h_i = \sum_n \left( \exp\left[-y_n^2 D_c t \right] \frac{\langle \psi_n, h_{i-1} \rangle}{\langle \psi_n, \psi_n \rangle} \right) + \int \exp\left[-y_n^2 D_c (t - s) \right] \frac{\langle \psi_n, \omega f_{i,s} \rangle}{\langle \psi_n, \psi_n \rangle} \, ds \right) \psi_n.
\] (22)
Note that in this one dimensional case the inner product is,

\[ \langle f, g \rangle = \int_{[R_1, R_2]} f(r)g(r)rdr. \]  

(23)

In the first time interval one has \( p_0(t) \equiv p_f \), the loading pressure and \( u_0(r, 0) = c_0(r, 0) \equiv 0 \). Thus, one can compute all of the remaining integrals. Using the derived solutions \( u_0, c_0 \) and the pressure in the second interval \( p_1(t + t_1) = \exp[-\sigma t]p_L \) for some \( \sigma > 0 \) one can find the full solution in the second interval.

In order to use the Equations (20) and (22) in the last time interval one has to propose an ansatz for \( p_2 \). We use the ansatz proposed by Sedano et. al in [5]

\[ \sqrt{p_2(t + t_2)} = \frac{\sqrt{p_f} - \sqrt{p_{res}}}{1 - \exp[-\beta \tau]} (1 - \exp[-\beta t]) + \sqrt{p_{res}}. \]  

(24)

Here \( \beta, p_f \) and \( \tau \) are free parameters used to optimize the solution and \( p_{res} \) is the residual pressure (as explained in Section 2.). We solve all of the remaining spatial integrals in APPENDIX A2[Eq. (71) and Eq. (72)] and give the time integrals in the following. In conclusion one has

\[
g_0(r, z, t) = \sum_{m,n}(-1)^{n+1}\frac{8k_s\sqrt{pL}\exp[-\lambda_{m,n}^2D_st]}{x_mJ_1(x_m)(2n+1)\pi}J_0\left(x_m\frac{r}{R}\right)\cos\left(\frac{(2n+1)\pi}{L}z\right), \]

(25)

\[
h_0(r, t) = \sum_n \frac{-k_s^{(c)}\sqrt{pL}\langle \psi_n, \omega \rangle}{|\langle \psi_n, \psi_n \rangle|}\exp[-g_n^2D_ct] \left( -\frac{Y_0(y_0R_1)}{\sigma s} \frac{J_0(y_0R_1)}{J_0(y_nR_1)} J_0(y_0r) + Y_0(y_nr) \right). \]

(26)

The corresponding solutions \( c_0 \) and \( u_0 \) are plotted in Figure 3. As explained one uses this solution in the first time interval to find the solution in the second interval. The homogeneous part of Duhammel’s formula can be simply recovered from the previous case. One concludes directly

\[
\langle \varphi_{mn}, g_0|_{t=t_1} \rangle = -k_s\sqrt{pL}\langle \varphi_{mn}, 1 \rangle \exp \left[ -\lambda_{m,n}^2D_st_1 \right], \]

(27)

\[
\langle \psi_n, h_0|_{t=t_1} \rangle = -k_s^{(c)}\sqrt{pL}\langle \psi_n, \omega \rangle \exp \left[ -g_n^2D_ct_1 \right]. \]

(28)

In addition to the previous case one has to find the specific solution. Thus, one computes

\[
\int_0^t \exp[-\lambda_{m,n}^2D_s(t - s)]\langle \varphi_{mn}, f_{2,s}(s) \rangle ds = \frac{\sigma k_s\sqrt{pL}}{2\lambda_{m,n}^2D_s - \sigma} \langle \varphi_{mn}, 1 \rangle \left( \exp \left[ -\frac{\sigma t}{2} \right] - \exp \left[ \lambda_{m,n}^2D_st \right] \right). \]

(29)

For the container the same calculation holds

\[
\int_0^t \exp[-g_n^2D_c(t - s)]\frac{\langle \psi_n, \omega f_{2,c}(s) \rangle}{|\langle \psi_n, \psi_n \rangle|} ds = \frac{\sigma \langle \psi_n, \omega \rangle k_s^{(c)}\sqrt{pL}}{|\langle \psi_n, \psi_n \rangle| (2g_n^2D_c - \sigma)} \left( \exp \left[ -\frac{\sigma t}{2} \right] - \exp \left[ g_n^2D_ct \right] \right). \]

(30)
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(a) Solution $c_0$ for $z = 0$ in the first time interval. 

(b) Solution $u_0$ in the first time interval.

Figure 3: Solutions in the first time interval as given by the Equations (25) and (26). Each graph belongs to one defined time and ($\cdots$, $t = 0$ s) and ($\cdots$, $t = 800$ s). The graphs ($\cdots$) belong to times $0$ s $< t < 800$ s. We used $R = 3.0e^{-3}$ m, $k_s = 1.829 e^{-3} \text{ mol m}^{-3} \text{ Pa}^{-1}$, $L = 6.0 e^{-2}$ m, $p_L = 3.0 e^{-3}$ Pa, $D_s = 7.879 e^{-9} \text{ m}^2 \text{ s}^{-1}$, $R_1 = 1.0 e^{-2}$ m, $R_2 = 2.0 e^{-2}$ m, $k_s^{(c)} = 5.914 e^{-4} \text{ mol m}^{-3} \text{ Pa}^{-1}$ and $D_c = 8.257 e^{-10} \text{ m}^2 \text{ s}^{-1}$.

Hence, the solutions in the second interval read

\[ g_1(r, z, t + t_1) = \sum_{m,n} (-1)^{n+1} \frac{8k_s \sqrt{p_L}}{x_m J_1(x_m)(2n + 1)\pi} \times \left( \exp[-\lambda_{m,n}^2 D_s(t + t_1)] - \frac{\sigma}{2\lambda_{m,n}^2 D_s - \sigma} \nu_{m,n}(t) \right) J_0 \left( \frac{x_m r}{R} \right) \cos \left( \frac{(2n + 1)\pi}{L} z \right), \]  

\[ h_1(r, z, t + t_1) = \sum_n \frac{-k_s^{(c)} \sqrt{p_L} \langle \psi_n, \omega \rangle}{|\langle \psi_n, \psi_n \rangle|} \left( \exp[-y_n^2 D_s(t + t_1)] - \frac{\sigma \kappa_n(t)}{2y_n^2 D_c - \sigma} \right) \times \frac{-Y_0(y_n R_1)}{J_0(y_n R_1)} J_0(y_n r) + Y_0(y_n r). \]  

The corresponding solutions $c_1$ and $u_1$ are plotted in Figure 4. Again it is simple to recover the homogeneous part using the solution in the previous time interval. Thus,

\[ \langle \varphi_{mn}, g_1 | t = t_2 \rangle = -k_s \sqrt{p_L} \langle \varphi_{mn}, 1 \rangle \left( \exp[-\lambda_{m,n}^2 D_s t_2] - \frac{\sigma}{2\lambda_{m,n}^2 D_s - \sigma} \nu_{m,n}(t_2 - t_1) \right), \]  

\[ \langle \psi_n, h_1 | t = t_2 \rangle = -k_s^{(c)} \sqrt{p_L} \langle \psi_n, \omega \rangle \left( \exp[-y_n^2 D_s t_2] - \frac{\sigma \kappa_n(t_2 - t_1)}{2y_n^2 D_c - \sigma} \right). \]
Figure 4: Solutions in the second time interval as given by the Equations (31) and (32). Each graph belongs to one defined time and (\(t = t_1 = 800\) s) and (\(t = 805\) s). The graphs (---) belong to times \(800\) s < \(t < 805\) s. The line (---) corresponds to \(t = 801.6\) s. At \(t = 801.6\) the remaining pressure of the gaseous phase is 1.0 Pa. We used the same constants as in Figure 3. In addition we used \(\sigma = 5.0\) Hz.

Using the ansatz in Equation (24) one computes the remaining integrals on the right hand side of Equations (13) and (14) for \(i = 2\) as

\[
\int_0^t \exp[-\lambda_{m,n}^2 D_s(t - s)] \langle \varphi_{m,n}, f_{2,s} \rangle ds
\]

\[
= -k_s \sqrt{p_L} \langle \varphi_{m,n}, 1 \rangle \frac{\beta \sqrt{p_f - \sqrt{\text{Pres}}}}{\sqrt{p_L}(1 - \exp[-\beta \tau])} (\exp[-\beta t] - \exp[-\lambda_{m,n}^2 D_s t]),
\]

\[
\int_0^t \exp[-y_n^2 D_c(t - s)] \langle \psi_n, \omega f_{2,s} \rangle ds
\]

\[
= -k_s^{(c)} \sqrt{p_L} \langle \psi_n, \omega \rangle \frac{\beta \sqrt{p_f - \sqrt{\text{Pres}}}}{\sqrt{p_L}(1 - \exp[-\beta \tau])} (\exp[-\beta t] - \exp[-y_n^2 D_c t]).
\]

It is convenient to introduce the time-dependent parts of the solutions in the third time interval as

\[
Q_{m,n}^{(s)}(t) := \exp[-\lambda_{m,n}^2 D_s(t + t_2)] - \frac{\sigma \exp[-\lambda_{m,n}^2 D_s t]}{2\lambda_{m,n}^2 D_s - \sigma} \nu_{m,n}(t_2 - t_1)
\]

\[
+ \frac{\beta \sqrt{p_f - \sqrt{\text{Pres}}}}{\sqrt{p_L}(1 - \exp[-\beta \tau])} (\exp[-\beta t] - \exp[-\lambda_{m,n}^2 D_s t])
\]
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and

\[ Q_n^{(c)}(t) := \exp[-y_n^2 D_s(t + t_2)] - \frac{\sigma \exp[-y_n^2 D_c t]}{(2y_n^2 D_c - \sigma)} \kappa_n(t_2 - t_1) \]

\[ + \frac{\beta \left( \sqrt{p_f} - \sqrt{p_{res}} \right)}{\sqrt{p_L}(1 - \exp[-\beta \tau])} \left( y_n^2 D_c - \beta \right) (\exp[-\beta t] - \exp[-y_n^2 D_c t]) . \]

Note that we shifted the time such that \( Q_n^{(c)}(t) : [0, t_3 - t_2] \to \mathbb{R}_+ \) and \( Q_m^{(s)}(t) : [0, t_3 - t_2] \to \mathbb{R}_+ \), where \( t_3 > t_2 \) denotes the time when the measurement stops. We are finally able to state the solution in the last time interval as

\[ g_2(r, z, t + t_2) = \sum_{m,n} (-1)^{n+1} \frac{8k_s\sqrt{p_L}}{x_m}\mathcal{J}_1(x_m)(2n + 1)\pi Q_m^{(s)}(t) \mathcal{J}_0(x_m r) \cos \left( \frac{(2n + 1)\pi}{L} z \right), \]

\[ h_2(r, t + t_2) = \sum_n -\frac{k_s^{(c)}\sqrt{p_L}}{|\langle \psi_n, \omega \rangle|} Q_n^{(c)}(t) \left( -\frac{Y_0(y_n R_1)}{\mathcal{J}_0(y_n R_1)} \mathcal{J}_0(y_n R) + Y_0(y_n r) \right). \]

The corresponding solutions \( c_2 \) and \( u_2 \) are plotted in Figure 5.

Figure 5: Solutions in the third time interval as given by the Equations (39) and (40). Each graph belongs to one defined time and \( t = t_2 = 801.6 \text{ s} \) and \( t = 2401.6 \text{ s} \). The graphs \( (-) \) belong to times \( 801.6 < t < 2401.6 \). We used the same constants as in Figure 4. In addition we used \( \beta = 9.0 e^{-3} \), \( \tau = 1500 \text{ s} \), \( p_f = 13.85 \text{ Pa} \). Note that for \( (-) \) at \( t - t_2 = 3600 \text{ s} \) the gradient vanishes.

2.5 Pressure in the Gaseous Phase

Since the experiment is kept at a constant temperature \( T \) one can apply the ideal gas law

\[ p_{H_2}(t) = \frac{\left( n_H(t) + n_H^{(c)}(t) \right) RT}{2(V_{App} - V_s)}. \]
Here \( n_H(t) \) and \( n_H^{(c)}(t) \) denotes the molar amount of mono-atomic hydrogen released from the surfaces of the specimen and the inner surface of the container, \( V_{App} \) is the volume enclosed by the container and \( V_s \) is the volume of the specimen. Since the hydrogen recombines for diatomic hydrogen in the gaseous phase, one has to take a factor two into account. The gas constant is denoted with \( R \).

Using the Equations (39) and (40) one can find an expression for the flux of desorbed hydrogen as

\[
\frac{\dot{J}(t)}{2\pi} = -D_s R \int_{-\frac{L}{2}}^{\frac{L}{2}} \partial_z g_2(R, z, t + t_2) dz - 2D_s \int_0^R \partial_z g_2 \left( r, \frac{L}{2}, t + t_2 \right) r dr =: J_1(t)
\]

\[
- D_v R_1 \int_{-\frac{L_{out}}{2}}^{\frac{L_{out}}{2}} \partial_r u_2(R_1, t + t_2) dz =: J_3(t)
\]

The fluxes \( J_1(t) \), \( J_2(t) \) and \( J_3(t) \) describe the fluxes of desorbed hydrogen from the various surfaces in the setup. The flux \( J_1(t) \) describes the amount of desorbed hydrogen through the coat of the specimen into the gaseous phase. The flux through the caps of the specimen is denoted with \( J_2(t) \). The contribution from the coat of the container is described by \( J_3(t) \).

Since the container is not infinitely extended there should be some flux through the caps of the container \( J_4(t) \). It turns out, that this flux is neglectable as we explain below and was therefore dismissed from Equation (42).

Here \( L_{out} \) denotes the length of the container. Note that we assumed throughout the Sections 2.2-2.5 \( L_{out} \) to be infinitely large. This assumption is valid, since in our case \( \frac{L_{out}}{R_1} \gg 1 \). One could extend this model for finitely long containers as it was done for the specimen. Since \( \frac{L_{out}}{R_1} \gg 1 \) we assume the contribution of the caps of the container to be small compared to the contribution of the inner coat. This simplification was done, since it is not clear which boundary conditions should be assumed at the connection of the caps of the container and its coat.

Note that since \( \partial_r g_2 = \partial_r c_2 \), one can actually use the function \( g_2 \) in Equation (42) instead of \( c_2 \) but for the concentration in the container \( u_2 \) one has to use the explicit relation in Equation (9). One easily checks

\[
\partial_r u_2(R_1, t + t_2) = \partial_r h_2(R_1, t + t_2) + \frac{k_s^{(c)}}{R_1} \sqrt{p_2(t + t_2)} \left( \frac{R_1}{R_2} \right) \log \left( \frac{R_1}{R_2} \right).
\]

Note that the second term on the right hand side in Equation (43) does not vanish for \( t \to \infty \), since the ansatz in Equation (24) is an increasing function. As one can check in Figure 5b the gradient of the concentration at \( r = R_1 \) is positive for reasonable times but will flip sign at some point (at \( t - t_2 \approx 3600 \text{s} \)). Therefore some hydrogen will be solved in the container for \( t - t_2 > 3600 \text{s} \) and the pressure in the gaseous phase will then begin to drop. This is not correctly described with the chosen ansatz. In order to describe this one could extend the ansatz by replacing \( p_2(t) \) with \( p_2(t) \chi(t) \), where

\[
\chi(t) := \frac{1}{1 + \exp\left[-(t - \xi)q\right]}.
\]
with the free parameters $\xi$ and $\varphi$. We restrict the evaluation to times $t - t_2 \leq 3600\,\text{s}$ and the given ansatz in Equation (24).

It is tedious but easy to compute the currents $\dot{J}_k$ for $k \in \{1, 2, 3\}$ in Equation (42). They are

$$
\dot{J}_1(t) = L \sum_{m,n} \frac{16k_s D_s \sqrt{pL}}{(2n + 1)^2 \pi^2} Q_{m,n}^{(s)}(t),
$$

(45)

$$
\dot{J}_2(t) = \frac{R^2}{L} \sum_{m,n} \frac{16k_s D_s \sqrt{pL}}{x_m^2} Q_{m,n}^{(s)}(t),
$$

(46)

$$
\dot{J}_3(t) = L_{out} R_1 \sum_{n} \left[ \frac{k_s^{(c)} D_c \sqrt{pL}}{\langle \psi_n, \psi_n \rangle} \frac{Y_0(y_n R_1)}{J_0(y_n R_1)} \left( J_1(y_n R_1) - Y_1(y_n R_1) \right) Q_n^{(c)}(t) \right] - L_{out} \frac{k_s^{(c)} D_c \sqrt{p_2(t + t_2)}}{\log \left( \frac{R_1}{R_2} \right)}. \tag{47}
$$

Note that for $R \ll L$ the current $\dot{J}_2$ is indeed insignificant. The simplification $J_2 \equiv 0$ does not simply recover the results in [5] since the eigenvalues in Equation (16) depend on $L$. The same arguments also hold for the container. Note the units $[Q_n^{(c)}] = [Q_{m,n}^{(s)}] = 1$ and $[y_n] = \text{m}^{-1}$, such that indeed $\left[\dot{J}_k\right] = \text{mol m}^{-2}$.

Integrating these molecular fluxes with respect to the time gives the molar amounts $n_H(t)$ and $n_{H}^{(c)}(t)$ in Equation (41) up to a factor of $2\pi$. We finally derive

$$
\frac{p_{H_2}(t)}{2\pi} = \frac{RT}{2(V_{App} - V_s)} \left\{ \sum_{m,n} 16k_s D_s \sqrt{pL} \left( \frac{L}{(2n + 1)^2 \pi^2} + \frac{R^2}{L x_m^2} \right) \int_0^t Q_{m,n}^{(s)}(t')dt' \right. \\
+ L_{out} R_1 \sum_{n} k_s^{(c)} D_c \sqrt{pL} \langle \psi_n, \psi_n \rangle \frac{Y_0(y_n R_1)}{J_0(y_n R_1)} \left( J_1(y_n R_1) - Y_1(y_n R_1) \right) \int_0^t Q_n^{(c)}(t')dt' \\
- L_{out} \frac{k_s^{(c)} D_c}{\log \left( \frac{R_1}{R_2} \right)} \int_0^t \sqrt{p_2(t' + t_2)}dt' \right\}. \tag{48}
$$

Since we shifted the time in the Definition of $Q_{m,n}^{(s)}$ and $Q_n^{(c)}$ one has $p_{H_2} : [0, t_3 - t_2] \to \mathbb{R}$. The integrals in Equation (48) are easy to solve.

If the ansatz in Equation (24) is indeed the solution to the problem one would have $p_2(t + t_2) = p_{H_2}(t)$ for $(p_f, \tau, \beta)$ chosen correctly. Minimizing

$$
\varepsilon(p_f, t_3 - t_2, \beta) = \int_0^{t_3 - t_2} |p_{H_2}(t) - p_2(t + t_2)|dt \tag{49}
$$

gives the best approximation to the solution. It may be convenient to fix $\tau = t_3 - t_2$ and minimize with respect to $(p_f, \beta)$, since we expect the minimizer not to be unique.

The resulting release graph is plotted in Figure 6. We used the same parameters as for Figure 3, 4 and 5. We assumed $L_{out} = 0.08\,\text{m}$. 


Figure 6: Pressure increase in the last time interval as given in Equation (48). We assumed the same parameters as in Figure 5 and \( T = 673.15 \) K and \( L_{\text{out}} = 0.08 \) m. Here \((-\cdot-)\) corresponds to \( p_{H_2}(t) + p_{\text{res}} \) and \((-\cdot\cdot\cdot-)\) corresponds to the ansatz \( p_2(t + t_2) \) chosen in Equation (24). The graph \((-\cdot\cdot-)\) corresponds to the pressure increase caused only by the specimen. The graph \((-\cdot\cdot\cdot-)\) corresponds to the pressure increase caused only by the container as given in the Equations (50) and (51).

**Remark:** As mentioned in the beginning of Section 2.4 the numerical implementation is not problematic. Due to the regularity of the inhomogenities the double sum in Equation (48) converges fast and hence any truncation error becomes neglectable.

### 2.6 Comparison with Non-Interacting Surfaces

We compare now the resulting behavior in Figure 6 with the case of non-interacting specimen and container.

For this we define

\[
\frac{p_s(t)}{2\pi} := \frac{RT}{2(V_{\text{App}} - V_s)} \sum_{m,n} 16k_sD_s\sqrt{pL} \left( \frac{L}{2n + 1} \right)^{2\pi^2} + \frac{R_s^2}{Lx_m^2} \int_0^t Q_m^{(s)}(t') dt', \quad (50)
\]

\[
\frac{p_c(t)}{2\pi} := \frac{RT}{2(V_{\text{App}} - V_s)} \left\{ \frac{L_{\text{out}} R_1}{\log \left( \frac{R_2}{R_1} \right)} \int_0^t \sqrt{p_2(t' + t_2)} dt' \right\}, \quad (51)
\]

In contrary to the previous case we neglect the container and fit directly the ansatz in Equation (24).
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Figure 7: Pressure increase in the gas release phase. We assumed the same parameters as in Figure 5 and $T = 673.15$ K and $L_{out} = 0.08$ m. We fit the ansatz in Equation (24) to the specimen and container independently. The lines (-----) correspond to the fitted ansatz. The pressure increase (up to $p_{res}$) of the specimen corresponds to (——) and for the container to (----). Here (-----) is simply the sum of (——) and (----) (minus $p_{res}$). The lines (——) and (----) are the same as in Figure 6.

(24) to the pressure increase in Equation (50). Independently we fit the ansatz to Equation (51) recovering the pressure increase in the absence of the specimen (We still assume that the gaseous phase inhabits the same volume). This is the same as measuring the pressure increase in a zero experiment without specimen. Both resulting graphs are plotted in Figure 7. One recognizes that one overestimates the pressure increase of the container in Figure 7, since the specimen and the container desorbes hydrogen at the same time and hence both surfaces contribute less to the combined pressure increase.

Comparing both maximal values in Figure 6 and 7 shows that both values differ by approximately 6.2%.

2.7 Comparison with Numerical Simulations

Instead of the analytical approach using Duhamel’s formula one can use some finite difference method (FDM) [9] or finite volume method (FVM) [4]. We compare the numerical result using (FDM) and Open FOAM with the analytical solution in Figure 8 and 9. The solution using Duhamel’s formula indeed recovers the numerical results at least for any positive time $t > 0$ in the first time interval. The oscillating behavior at $t = 0$ is no surprise, since one tries to approximate a non-continuous function with Bessel’s functions. In the second and especially in the third time interval these numerical approaches are time consuming. In Figure 10 we compared the resulting release graphs of both methods. One notes that the FDM-Solver struggles describing the pressure increase caused by the container for small times. The FDM-Solver predicts a smaller pressure increase.
Figure 8: Concentration distribution at $z \equiv 0$ for different times in the first time interval. The numbers $m_s$ and $n_s$ denote the amount of zeros of Bessel’s Functions and the amount of zeros of the polynomial in Equation (18) used.

2.8 Example Application

To obtain the figures in the paper on hands we used the parameters stated beneath the Figures 3-5. Especially we used for the specimen ($k_s = 1.829 e^{-3} \frac{\text{mol}}{m^3 \sqrt{\text{Pa}}}$, $D_s = 7.879 e^{-9} \frac{m^2}{s}$) and for the container ($k^{(c)}_s = 5.914 e^{-4} \frac{\text{mol}}{m^3 \sqrt{\text{Pa}}}$, $D_c = 8.257 e^{-10} \frac{m^2}{s}$). These parameters resemble a specimen made of steel (Eurofer, 9% wt Cr, 1% wt W) and a container made of copper. The details on what materials are preferable for the specific experiment are discussed in [9].

In view of Figure 6 it is conceivable to use a copper container since the signal of desorbed hydrogen from the specimen still dominates the signal of the container. In Figure 11 one recognizes that the amount of hydrogen stored in the container is indeed higher than the amount stored in the specimen. In order to keep the amount of hydrogen in the container as small as possible one could reduce the charging time $t_1$.

3. CONCLUSIONS

Since transport parameters cannot be determined directly one fits models depending on these parameters to actual data of an experiment using some branch-and-bound algorithm. These obtained parameters such as Sievert’s constant and diffusivity fit as good as possible in the given model. This underlines the fact, that these obtained parameters depend on the models used as we explained in Section 2.6. In order to find the best possible model we derived solutions to the Diffusion Equation, that feature:
Figure 9: Concentration distribution at $r \equiv 0$ for different times in the first time interval. The numbers $m_s$ and $n_s$ denote the amount of zeros of Bessel’s Functions and the amount of zeros of the polynomial in Equation (18) used. Note that the deviation at $t = 0$ and compare this to Figure 8.

Figure 10: Comparsion between the derived analytical model assigned with solid lines and some FDM-Solver assigned with dashed lines. Note that (—) resembles the pressure increase in the gaseous phase, (—) is the contribution of the specimen and (—) is the contribution of the container.
Figure 11: The molar amount of hydrogen stored in the specimen (•) and in the container (○).

1. **Fast:** Evaluating the Equation (48) at 350 data points takes less than 7.5 s (Core: Intel i5 of the 8th generation). Note, that the code used is not optimized for speed and is coded in Python.

2. **Time-Dependent BC.:** the transformations in the Equations (8) and (9) and Duhamel’s formula guarantee that the assumed boundary conditions are fulfilled.

3. **Interacting Surfaces:** The solution in Equation (48) takes the inner wall of the container into account such that the interaction between specimen and container is not simply neglected.

4. **Variable Parameters:** The length of each phase of the experiment can be tuned with the parameters $t_k$ for $k \in \{0, 1, 2, 3\}$. We can simulate different parameters of $k_s$ and $D$ for the specimen and the container.

As explained in Section 2.8 the derived model is suitable for simulating different material constants and hence can help finding the optimal choice for the container material. We indeed showed in Section 2.6 that the interaction between container and specimen can not be neglected.

We mention again, that the derived model uses the ansatz in Equation (24) and hence is an approximation to the correct solution to the problem stated in Section 2.2.

Note that the whole problem in finding $p(t)$ can be formulated as a fixed-point problem. Solving this fixed-point problem with standard iterative techniques such as Banach’s fixed-point Theorem could give the correct solution but is again computationally costly.
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APPENDIX A

APPENDIX A1

Here we shall give a short justification that the eigenfunctions in the Equations (15) and (17) are indeed the eigenfunctions for the Laplace Operator with zero boundary conditions in the domain \( U \) respectively \( V \). Firstly it is obvious, that for \( r = R \) or \( z = L \) the eigenfunction in Equation (15) vanishes and for \( r = 0, z = 0 \) the function attains a local maximum. For the eigenfunction in Equation (17) choosing \( r = R_1 \) one has

\[
\psi_n(R_1) = \frac{-Y_0(y_n R_1)}{J_0(y_n R_1)} J_0(y_n R_1) + Y_0(y_n R_1) = 0 \quad \forall n \in \mathbb{N}_0.
\]

Note that after definition of \( y_n \) in Equation (18) one has

\[
\frac{Y_0(y_n R_1)}{J_0(y_n R_1)} = \frac{Y_0(y_n R_2)}{J_0(y_n R_2)} \quad \forall n \in \mathbb{N}_0
\]

and thus \( \psi_n(R_2) = 0 \). Since the container is at this point assumed to be infinitely extended we don’t have any boundary conditions in the \( z \)-direction. It remains to check, that the functions are indeed eigenfunctions. For this one acts with the Laplace Operator given in Equation (3) and checks for all \( (m, n) \in \mathbb{N}_0^2 \) that

\[
\Delta J_0 \left( x_m \frac{r}{R} \right) \cos \left( \frac{(2n + 1)\pi}{L} z \right) = \left( \frac{1}{r} \partial_r + \partial_r^2 + \partial_z^2 \right) J_0 \left( x_m \frac{r}{R} \right) \cos \left( \frac{(2n + 1)\pi}{L} z \right)
= \left( \frac{1}{r} \partial_r + \partial_r^2 \right) J_0 \left( x_m \frac{r}{R} \right) \cos \left( \frac{(2n + 1)\pi}{L} z \right)
+ \partial_z^2 \cos \left( \frac{(2n + 1)\pi}{L} z \right) J_0 \left( x_m \frac{r}{R} \right)
= - \left( \frac{x_m}{R} \right)^2 + \left( \frac{(2n + 1)\pi}{L} \right)^2 J_0 \left( x_m \frac{r}{R} \right) \cos \left( \frac{(2n + 1)\pi}{L} z \right).
\]

Here we used that \( J_0 \) is a solution to Bessel differential equation given in Equation (59). The normalizing factor in Equation (15) can be found using the integrals in APPENDIX A2. Again using Bessel differential equation it follows immediately, that \( \Delta \psi_n = -y_n^2 \psi_n \).

APPENDIX A2

It remains to compute the coefficients in Equation (20) and (22) for the various time intervals. We start with the simplest case \( i = 0 \).

For the shifted concentration distribution in the specimen we have to compute

\[
-\langle \varphi_{m,n}, k_s \sqrt{pL} \rangle = -k_s \sqrt{pL} \int_{[0,R] \times [-\frac{L}{2}, \frac{L}{2}]} f(r,z) r \frac{d(r,z)}{L}
= -\frac{2k_s \sqrt{pL}}{R J_1(x_m)} \int_{[0,R] \times [-\frac{L}{2}, \frac{L}{2}]} J_0 \left( x_m \frac{r}{R} \right) \cos \left( \frac{(2n + 1)\pi}{L} z \right) r \frac{d(r,z)}{L}.
\]
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The integral over \( z \) is easy to compute
\[
\int_{-\frac{L}{2}}^{\frac{L}{2}} \cos \left( \frac{(2n+1)\pi}{L} z \right) \, dz = \frac{(-1)^n}{2n+1}. \tag{54}
\]

Using standard techniques one obtains the radial integral as
\[
\int_{0}^{R} J_0 \left( x_m \frac{r}{R} \right) r \, dr = \frac{R^2}{x_m} \int_{0}^{x_m} \mathcal{J}_0(t) t \, dt = \frac{R^2 J_1(x_m)}{x_m}. \tag{55}
\]

Note that by the series expansion of Bessel’s functions \([6][\S 19.34]\) around zero one directly concludes \( \partial_r r^n \mathcal{J}_n(r) = r^n \mathcal{J}_{n-1}(r) \).

Thus, the coefficients read
\[
-\langle \varphi_{m,n}, k_s \sqrt{\rho_L} \rangle = (-1)^{n+1} \frac{4Rk_s \sqrt{\rho_L}}{x_m(2n+1)\pi}. \tag{56}
\]

Note that in this first interval \( f_1(t) = -k_s \partial_t \sqrt{\rho_L} \equiv 0 \).

In the container the situation differs. Firstly one notes that for any time-interval it is necessary to compute the integral
\[
\langle \psi_n, \psi_n \rangle = \left( \frac{Y_0(y_n R_1)}{J_0(y_n R_1)} \right)^2 \int_{R_1}^{R_2} \mathcal{J}_0(y_n r)^2 \, r \, dr - \frac{2Y_0(y_n R_1)}{J_0(y_n R_1)} \int_{R_1}^{R_2} \mathcal{J}_0(y_n r) Y_0(y_n r) \, r \, dr + \int_{R_1}^{R_2} Y_0(y_n r)^2 \, r \, dr. \tag{57}
\]

For \( i > 1 \) one has to find additonal
\[
\langle \psi_n, \omega \rangle = \int_{R_1}^{R_2} \left( \frac{-Y_0(y_n R_1)}{J_0(y_n R_1)} \mathcal{J}_0(y_n r) + Y_0(y_n r) \right) \frac{\log(r) - \log(R_2)}{\log(R_1) - \log(R_2)} \, r \, dr. \tag{58}
\]

We shall briefly discuss the solutions here. Note that for Neumann’s functions one also has \( \partial_r r^n Y_n(r) = r^n Y_{n-1}(r) \) using the definition of \( Y_n \) in terms of \( \mathcal{J}_n \) given for example in \([6][\S 19.33]\). The integrals involving two Bessel’s functions can be solved using the fact that they are solutions to the Bessel differential equation
\[
(r \partial_r + r^2 \partial_r^2) \mathcal{J}_0(r) = -r^2 \mathcal{J}_0(r) \tag{59}
\]

\(\iff\)
\[
r \partial_r (r \partial_r \mathcal{J}_0(r)) = -r^2 \mathcal{J}_0(r) \tag{60}
\]

\(\iff\)
\[
2r \partial_r (r \partial_r \mathcal{J}_0(r)) \partial_r \mathcal{J}_0(r) = -2r^2 \mathcal{J}_0(r) \partial_r \mathcal{J}_0(r) = -r^2 \partial_r \left( \mathcal{J}_0(r)^2 \right) \tag{61}
\]

\(\iff\)
\[
\partial_r (r \partial_r \mathcal{J}_0(r))^2 = -r^2 \partial_r \left( \mathcal{J}_0(r)^2 \right). \tag{62}
\]

Integrating both sides with respect to \( r \) one concludes by integrating by parts,
\[
\left[ r^2 (\partial_r \mathcal{J}_0(r))^2 \right]_a^b = -\int_a^b r^2 \partial_r \left( \mathcal{J}_0(r)^2 \right) \, dr \tag{63}
\]
\[
= - [\mathcal{J}_0(r)^2]_a^b + 2 \int_a^b \mathcal{J}_0(r)^2 \, r \, dr. \tag{64}
\]
Note that $\partial_r J_0(r) = J_{-1}(r) = -J_1(r)$ and hence

$$\int_{R_1}^{R_2} J_0(y_n r)^2 r dr = \frac{1}{y_n^2} \left[ \frac{r^2}{2} (J_0(r)^2 + J_1(r)^2) \right]_{y_n R_1}^{y_n R_2}.$$  \hspace{1cm} (65)

The remaining integrals in Equation (57) follow similar. It remains to compute the integrals involving the logarithm as for example

$$y_n^2 \int_{R_1}^{R_2} J_0(y_n r) \log(r) r dr = \int_{y_n R_1}^{y_n R_2} J_0(r) r \log \left( \frac{r}{y_n} \right) dr$$

$$= \left[ r J_1(r) \log \left( \frac{r}{y_n} \right) \right]_{y_n R_1}^{y_n R_2} - \int_{y_n R_1}^{y_n R_2} J_1(r) dr$$

$$= \left[ r J_1(r) \log \left( \frac{r}{y_n} \right) + J_0(r) \right]_{y_n R_1}^{y_n R_2}.$$ \hspace{1cm} (68)

The integral involving $Y_0$ and the logarithm follows similar. We summarize

$$\langle \varphi_{m,n}, \varphi_{m,n} \rangle = 1,$$ \hspace{1cm} (69)

$$\langle \varphi_{m,n} \rangle = (-1)^n \frac{4R}{x_m (2n + 1) \pi},$$ \hspace{1cm} (70)

$$\langle \psi_{n,1} \rangle = -\frac{Y_0(y_n R_1)}{J_0(y_n R_1) y_n} (R_2 J_1(R_2) - R_1 J_1(R_1)) + \frac{1}{y_n} (R_2 Y_1(R_2) - R_1 Y_1(R_1)),$$ \hspace{1cm} (71)

$$\langle \psi_{n,1} \rangle = \left( \frac{Y_0(y_n R_1)}{J_0(y_n R_1)} \right)^2 \frac{r^2}{2 y_n^2} (J_0(r)^2 + J_1(r)^2) \right]_{y_n R_1}^{y_n R_2}$$

$$+ \left[ \frac{r^2}{2 y_n^2} (Y_0(r)^2 + Y_1(r)^2) \right]_{y_n R_1}^{y_n R_2}$$

$$- 2 \frac{Y_0(y_n R_1)}{J_0(y_n R_1)} \left[ \frac{r^2}{2 y_n^2} (J_0(r) Y_0(r) + J_1(r) Y_1(r)) \right]_{y_n R_1}^{y_n R_2},$$ \hspace{1cm} (72)

$$\langle \psi_{n,\omega} \rangle = \left( \frac{Y_0(y_n R_1)}{J_0(y_n R_1) \log \left( \frac{R_2}{y_n R_1} \right) y_n^2} \right) \left[ r J_1(r) \log \left( \frac{r}{y_n} \right) + J_0(r) \right]_{y_n R_1}^{y_n R_2}$$

$$+ \frac{1}{\log \left( \frac{R_2}{y_n R_1} \right) y_n^2} \left[ r Y_1(r) \log \left( \frac{r}{y_n} \right) + Y_0(r) \right]_{y_n R_1}^{y_n R_2}$$

$$+ \frac{Y_0(y_n R_1) \log \left( \frac{R_2}{y_n R_1} \right) \log \left( \frac{R_2}{y_n R_1} \right)}{J_0(y_n R_1) y_n^2 \log \left( \frac{R_2}{y_n R_1} \right)} \left[ r J_1(r) \right]_{y_n R_1}^{y_n R_2} - \frac{\log \left( \frac{R_2}{y_n R_1} \right)}{y_n^2 \log \left( \frac{R_2}{y_n R_1} \right)} \left[ r Y_1(r) \right]_{y_n R_1}^{y_n R_2}.$$ \hspace{1cm} (73)

Note that there may be no (computational) advantage by using these explicit solutions above since these integrals can be evaluated numerically rather fast. Hence it may be convenient to use built in functions of the preferred CAS to find solutions. We recommend this especially for the Equations (72) and (73).